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Economization of polynomials has a great significance in computer caJ-
culations, since a lot of functions in a given interval could be approximated
by polynomials. Owing to the computer techniques, it is of use to apply the
economization for calculations of elementary and higher transcendental functi-
ons, in frequently used programs. In that way the number of multiplication
and subtraction operations could be considerably reduced, which increases the
speed and accuracy of the program.

Some computer Companics in their program package supply a program
for economization of the polynomials, which, by CEBYSEV'Sdevelopmwt of the
highest degree term of the polynomial, modifies the other polynomial terms, so
forming the approximative polynomial of a lower order. The process of lowe-
ring the polynomial order and modifying its members goes on until the appro-
ximation error exceeds the permitted value (see for example [1], pp. 178-181).
For the slowly convergent series, the numbcr of iterations is extremely high,
and such a procedure accumulates a great error, so that the economization
must be carried out using a computer of greater accuracy than the one to
which the results will be applied.

A program having general advantagcs with respect to the above mentio-
ned, was proposed in [2], pp. 46-59, enabling primarily the transformation of
the original polynomial into CEBYSEV'Sdevelopment, and then the transforma-
tion of the shortened CEBYSEV'Sdevelopment into an approximative polynomial.
These two transformations are not simultaneous, but entirely independent, so
that each can be separately used. Separating transformations, the accumulation
of the error occurring in slowly-convergent potential developments, which mostly
need the economization, can be prevented. However, by the program given in [2],
only the polynomial up to the ninth order can be approximated, because the
coefficients for these two transformations are supplied as the elements of two
matrices of order lOx 10.

Program TCNP for the trall3formation of CEBYSEV'Sdevelopment into
potential one is given in [1], p. 200-201, based on the dircct application of
the formulae

To(x) = 1, Tj (x) = x, Tn+ j (x) = 2x T"
(x) - T,,_j (x).

* Presented June 1, 1974 by D. D. TOSIC.
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Transformation of potential development into CEBYSEV'Sis not given in [1],
which is, perhaps, a consequence of the fact that certain distinguished books
do not supply the exact CEBYSEV'Sdevelopment for xm.

This_paper presents the correction of the formula for the xm develop-
ment by CEBYSEY'Spolynomials. l)e algorithms generating coefficients for the
transformation of potential into CEBYSEV'Sdevelopment and vice versa are pro-
posed, in such a way that the order of the polynomials which are to be eco-
nomized may be selected. Instead of an n x n matrix, an nth order vector is
used, so that even the memory of a mini-computer is sufficient.

The given algorithm does not accumulate the error, so that the economi-
zation of slowly-convergent potential developments can be successfully carried out.

1. We shall present at first the well-known procedure for economization
of potential developments of functions. Let the function Z f-+fez) in segment
- r ~ z ~ r be approximately represented by polynomial

(1)
n

P,,-I (z) = L ak Zk-I

k~1

([zl ~r).

By a linear transformation of coordinates, z = rx, polynomial Pn-I is transfor-
med into

(2)
n

Pn-I (z) = L bk Xk-l

k=1

(Ix [~ 1).

Thereafter, using transformation of Xk-I into the development by CEBYSEV'S
polynomials

(3)
i

Xi= '" C
"
,r}

J'
j=O

CEBYSEV'S development of the given polynomial Pn-I is obtained

n

Pn-I (z) = L dj Tj-I'
j~1

Since ITj I~ 1, the following majorization is obtained

(4)

1 "
m

I

n m

I

L dk Tk-I- L dkTk-l~ L [dk[- L Idkl
k=1 k=1 I k~1 k=1

(m ~ 11).

If the modulus of the permitted error is E, the necessary and sufficient order
m of the polynomial

(5)
m

qm-I (z) = L dj Tj_1
j~1

created by the economization of the polynomial Pn-I is obtainable from the
conditions

n m

L Idk 1- L Idk 1;£ E
k~1 k~1

and
n

L Idk\>E.k~m
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The value of the polynomial qm-l (z) can be dire.ctly obtained on the basis
of (5), for example in the manner given in [3], p. 427, or [1], p. 199. Ap-
plying inverse transformations, the polynomial in z is again obtained. On the
basis of (5) and of the d:welopment

(6)

we obtain

(7)
m

qm-l (z) = LJ; xi-!

i~1

(lxl~I)

and therefrom, by a linear transformation x = ~ ,
r

(8)
m

qm-l (z) = L gk zk-l

k~1
(lzl~r).

If €<Idnl, then m=n, so that gk=ak (k= 1, ..., n), which enables us
to check the algorithm and to follow numerical errors.

2. Let us adopt

CEBYSEY'Spolynomials,
be introduced by

the function G (t) = ~~ for the generatrix of
I-2tx+t2

so that CEBYSEV'Spolynomials for n = 0, 1, 2, ... can

(9) 1 +00-tx
= L Tn (x) tn,

I-2tx+t2 n~O

where t
x = cos e,

is the complex variable and - 1 ~ x ~ 1. Using
for It 1< 1, the generating function G (t) becomes

G t =
1- tx

- ~ ( 1. + 1. )()
I-2tx+t2 2 I-telO I-te-/O

the substitution

wherefrom USlllg (9), it follows

(10) Tn (cas e) = cos ne.

By differentiating (0) it is directly proved
satisfy the differential equation

(11) (I - X2)y" - xy' + n2y = O.

Starting from the identity

2 cas e cas ne = cos (n + 1) e+ cos (n - 1) e,

that CEBYSEY'S polynomials

using the substitution cas e= x for n = 1, 2, ..., we obtain

(12)

(compare [4], pp. 75, 78 and 80). Though the known formulas (10), (11) and
(12) suggest the relation T -n (x) = Tn(x), we shall consider CEBYSEV'Spolyno-
mials x f-+ Tn(x) only for n = 0, 1, 2, ...

3*
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3. In [4], p. 18, polynomials x~Tn(x) for n=O(l) 10 are gIVen, as
well as the general formula

(13) T. (x) = 1, T (x) = ~ [~] (_I)k (n-k-I)!
(2x)n-2ko n 2 k~O k! (n-2 k)!

(n = 1, 2, . . .).

Also in [4], p. 89, the developments of the functions xm with respect to To,
T!, ..., Tm for m = 0 (1) 12 are given. In [5], p. 298, it is claimed that
formula

[m/2]
xm = 21-m

" (m)T
k m-2k

k=O

(m>O)

is true.
Among other things we shall prove that this important formula for xm

should read

(14) (m=O, 1, 2, .. .),

where au is KRONECKER'Ssymbol: aij = 1 (i = j), au = 0 (i =I).
Let us introduce the notation a==anj2,[nj2]' Formula (14) will be proved

by mathematical induction. For m = 0 and m = 1, formula (14) is true, because
To(x) = 1 and TI(x)=x. Let us suppose that (14) is true for m=n>l, i. e.,
that

xn = 2-n
[nj~-I

(n )2 Tn-2k +- 2-n ( n )(aTo+ (1 - a)2 Ti),
k~O k [n/2]

IS valid. Multiplying (15) by x and using the recurrent relation for CEBYSEV'S
polynomials (12) we get

(15)

. (i ) ( i ) (i + I)USlllg the well-known formula. +. =. , xn + I becomes
; ;+1 ;+1

and hence using

and ( n )(1 - a) = ( n + 1 )1- a
[n/2] [en+ 1)/2] 2'

we get

which is in fact formula (14) for m = n + 1. The proof of (14) by mathemati-
cal induction is completed.



Reciprocal transformations of potential and Cebysev's developments 37

Using cer.ain relations for CEBYSEV'S polynomials
gative index i and using equality

xmTn(x)=2-m ~ (m)Tm-zk+n(X)
k=O k

for n = 0, see [4], p 80, it is possible to prove (14) in an easier way.

4. Computer realization of the given algorithm requires further specifica-
tions and transformations, so that the errors, always occurring in work with
digital computer are reduced to the smallest extent.

The transfer from (1) to (2) is carried out by

(i = 1, ..., n).

Upon short calculations, starting from (3) and (11), we get

(16) Cij= 2z-; aZk, 2[kJ( i~l)1(1 + aj,j) (k = i+~-2~ 0),

so that the transfer from development (2) to development (4) could be made
by the formula (16) and

(j= 1, ..., n).

Upon calculation of the approximation error, i. e., upon the determination
of the number of summations m of the polynomial (5), obtained by economi-
zation, it is necessary to ensure the transfer from (5) to (7). For that we use
the result

(17) eij = ( _l)1+k-j 2j-2 a2k, 2[kJ
C~l)

i~l (k =
i +~-2 >0),

derived from (6) and (13), as well aswhich is
m

fj = L di eij
i~j

FinaJIy, usmg formula (7) and

g; = rH fj
we get development (8).

Owing to the limitations of the computer memory the vector of dimen-
sion n should be used instead of matrices cij and eij of dimension n x n. It
wiJI enable the economization of even very slowly convergent developments.
That is the reason why it is indispensable to use the given formulas (14) and
(16) for finding the algorithms for generating these coefficients. In such a way
the memory cells where the used coefficients were located are in next step used
for storage of new coefficients. This means that an entirely general algorithm
is created which may be realized on every computer. From (16) it foJIows

CIl = 1,

(j= 1, ..., m).

(j=I,...,m)

(i = 3, 5, . .. , 2
[~] - 1),

(j> 1; i=j, j+2, ... ,j+2 [n~j]).
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From (17) it follows

eil = 1,

~

2 (. 1 . . . 2 . 2
[

m-j

] )ejj = ej-lj-l - ej-2. j ] > ; 1 = J, } + , . . . , } + 2 .

In order to avoid excessive calculations and decreases in accuracy of
calculations it i<; necessary to substitute coefficients b*, co"~ eO"~f*, for b

"
, C

"
}
"I IJ l] I,;

eij' J; in the following manner:

5. Program PNTN transforms the potential development

(iz[ ~r)
into CEBYSEV'S

(lxl~I).(18)

WI1l denotes the error occurring if the la<;t term in CEBYSEV'Sdevelopment
(18) is dI1lTI1l-1(X) (l~m~n),

SUBROUTINE PNTN (N.R.A.D.W)
DIMENSION Atl).D(l);WIl)
P=Z.
0=R*0.5
DO'lO I=l.N
DIII=AII)*P

10 p=p*o.
J=l
WIl)=l*
DO 20 1=3.N.2

20 WIII=WII-21*(4*I-81/II-ll
GO TO 50

30 bO 40 I=J.N.2
40 WIII=WIl-11*II+I~21/11+J-2)
5Q Q=O.

I=tN-JI/Z*2+J
GO TO 70

60 Q=DII/*WIll+O
I=I-Z

70 IFII-JI 80,80,60
80 DIJ)=DIJ)+Q

J=J+l
.

IFIJ-N) 30,90,90
90 DI1I-DI1I*0.5

WIJI=O.
GO TO 130

100 P=DIJI
IFtPI 110,120.120

110 P=-P
120 WIII=WIJI+P

J=1
130 I=J-l

IFIll 140.140.100
140 RETURN

END

SUBROUTINE TNSM tN.M.R.D.SI
DIMENSION DI1I,Stl)
P=2.
T=R/P
Jal
Sill =P
DO 10 1=3,N,2

10 S(1)=-SCI-2)
GO TO 50

20 StJI=l.
I=J
GO TO 40

30 stK)=SI1+1)-stl1
I=K

40 K=I+2
IF(K-NI 30.30,50

50 0=0.
I=IN-JI/2*2+J
GO TO 70

60 Q=DIII*SIII+Q
1=1-2

70 IFII-MI 80.8Q.t60
80 S(JI=Q/P

P=P*T
J-J+l
IFIJ-MI 20.20,90

90 RETURN
END
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Program TNSM transforms the part of CEBYSEV'Sdevelopment

dm+l Tm(x) + dm+2 Tm+l (x) + . . . + dn Tn-l (x) ( x:;::;;1)

that is not used into the correction of the starting development

([z[ <r).

*
* *

D. S. MITRINOVIC, J. D.
read this article in manuscript
suggestions.

KECKIC, S. M. JOVANOVIC,D. D. TOSIC have
and have made some valuable remarks and
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