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PREDGOVOR

Ovaj rad predstavlja skracenu i neznatno modifikovanu verziju doktorske disertacije
autora (ref. [21]).

Predmet ovog rada su istrazivanja nekih zakonitosti kod elektronskih transportnih
procesa u nehomogenim poluprovodnicima, odnosno P-N prelazima. Ci/j je da se ustanove
kvantitativne ili polukvantitativne zavisnosti za one procese koji do sad a nisu bili dovoljno
detaJjno razmotreni.

Razmotreni su neki osnovni problemi teorije P-N prelaza (GI. 2) i granicni reiimi pri
direktnoj i inverznoj polarizaciji (GI. 3), stirn sto su svi bitni rezultati i verifikovani na od-
govarajuci nacin (GI. 4). Narocita paznja posvecena je temperaturskim zavimostima.

Pored toga, tezilo se da svi problemi budu razmotreni sa svoje osnovne, a manje sa
aplikativne strane. Koncepcija koje smo se drZali, biJa je ta da se manje islo za matematicki
tacnim resenjim'l ili numerickim postupcima a vise za prostijim ali fizieki adekvatnijim rese-
njima koja omogucuju sustinsku analizu pojava.

Lista oznaka data je u prilogu A. Svuda je koriscen internacionalni sistem (I.S.-
odnosno MKSA sistem, relacije se zapisuju u racionalizovanom obliku).

Jedan deo ovog rada predstavlja rezultate koji su postignuti zahvaljujuci pomoCi Savez-
nog fonda za naueni rad (Ugovor br. 3-1692/1 sa Ins. za fiziku), tako da posebnu zahvalnost
dugujem Institutu za fiziku i Elektrotehnickom fakultetu u Beogradu za materijalnu pomoc
pri ovom radu, odnosno za stavljanje na raspolaganje svojih istrazivackih kapaciteta. Takode
se zahvaljujem svim mojim kolegama sa kojima sam, tokom rada na tezi, vodio vrlo korisne
diskusije 0 odredenim problemima.

PREFACE

This work represents a shortened and slightly modified version of the author's Dissertation
submitted to the Faculty of Electrical Engineering of the Belgrade University (see Ref. [21]).

The subject matter of this work is the investigation of some phenomena encountered
in the electron transport processes in inhomogeneous semiconductors i.e. P-N transitions.
The main aim is to establish in more or less quantitative terms the relationships for those
processes which have not yet been studied to any appreciable extent.

Some basic problems concerning the P-N transition theory (Chapt. 2) and the limiting
regimes for the direct and reverse polarizations (Chapt. 3) have been discussed and the most

*
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important results verified adequately (Chapt. 4). Special attention is given to temperature de-
pendence of some basic parameters.

Throughout the work emphasi, is put more on the fundamental aspects of the proces-
ses involved, rather than on the possibJe applications. In dealing with these problems, we have
also been guided by the idea that simple but physically more adequate approach may lead
to better understanding of the essential concept than the analysis based on more exact nume-
rical computational methods.

List of symbols is given in the Appendix A. The international system (MKSA rationa-
lized system) is used throughout.

The work reported herein was partially sponsored by the Yugoslav Federal Fund for
Scientific Research (under Contract No. 3-1692(1 with Institute of Physics - Belgrade). My
special thanks are due to the Institute of Physics and to the Faculty of Electrical Engineering
in Belgrade for their financial support, i.e. for giving me the possibility to use their research
capacities. I also feel grateful to all my colleagues for their very useful discussions.
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Chapter 1. - INTRODUCTION

This problem derives its origin from some papers publi~hed at the end
of the last century and afterwards at the beginning of this century ([1], [2], [3],
and others - the earliest period: natural crystals PbS, Fe, CuO, CUzO -
rectifiers). It attained its full development in the thirties ([4], [5], [6], and
others - the period of the theory formation, the first systematic studies and
the hypothesis of rectifier action; CUzO, PbS, SiC, Se - rectifiers and detec-
tors) and subsequently in the forties (the final theory formation done by
Davydov [7], Mott in 1938, Schottky and Spenke in 1939, Pekar in the year
1940, Bethe in 1942, Shockley in 1949 and others; the notions of holes and
injection; modern singlecrystal semiconductors Ge, Si, ...), after which there
was a certain stagnation. Apart from scientific interest (the problem is exa-
mined here from that point of view) this problem has become again important
because of the appearance of numerous new applications as in microelectronic
integrated circuits, field-effect transistors, cryo-electronics, semiconductor lasers
and others.

IGtermetalic compounds (III-V) - single-crystals InSb, GaAs, GaP and
others (for instance SiC), as well as oxide films (for instance SiOz) have re-
ceived much attention in present days (see also Table Tl.1). More quantita-
tive results have been obtained by various authors and new physical interpre-
tations of some phenomena have been presented (for instance [16] - dealing
with physical interpretation of saturation current phenomenon in field effect
devices). Rectifying and transistor effects have now also been treated extensively in
the current textbooks and monographies ([8]-[ 15] and many others), among
which especially [81, [9] and [10] should be pointed out.

Fig. 1.1. i11ustrates the definition of a heterogeneous and inhomogeneous
solid (junction), from which it can be seen clearly that the latter implies in-
homogeneity only in respect to impurity distribution (N and P being the concen-
trations of donors and acceptors, respectively; ni - intrinsic concentration of car-
riers), while all others "intrinsic" properties (a -lattice constant, m* - effective
mass, c; - dielectric constant and so on) are the same for x>O and for x<O.

Some specific problems concerning the electronic transport processes in
the space charge region (Chapter 2) wi11 be examined with the particular
emphasis put upon the regime of stronger fields and currents. The temperature
dependence of various relevant parameters wi11 also be discussed.

However our discussion wiII be devoted for the most part to the case
of depleted space charge region, for which, from well-known relation for the
space charge density

(1.1 a) p = eni of + (p-n) e + eniof R

5
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,,+" - is applied: Wg energy gap; [Jon - electron mobility (ambient temperature),
[a] Ref. [18] to [20] (concerning photoeffect).
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we have

(1.1 b)

Apart from that, all donor and acceptor centres are considered to be ionized*),
which is not true for recombination centres (concenlration NR==ntcJYR)'
One-dimensional (planar) case is treated.

Heterogeneous and inhomogeneous

I semiconductor
'\@ .

.If' (x).. NIX! - Pix)
nj

x

enhanc~ment d.pletion

Fig.!.!. - Heterogeneous (aA¥'aB, m: ¥' m~, e:A¥'cB' WgA¥'WgB, ...)
and inhomogeneous (ap = aN = a, ..., e:p= e:N= e: etc.) solid (junction).

Ap - total SC-region width.

Data for some noval semiconductor materials T. 1.1

Chapter 2 - SOME BASIC PROBLEMS OF P-N TRANSITION THEORY

Irrespective of the fact that the junction may be either inhomogeneous or
heterogeneous even when no external field is applied, the space charge field
exists in the vicinity of x= 0**) and may have the intensity even in the range
103 to 104 V/cm. The condition of neutrality is, therefore, moved at a larger
distance from the origin. Between space charge region (SC) and the neutral
region (NR) there exists a narrow region of thickness Aup or AUN which may

*) The question of space charge region depletion when impurity centres are partially
ionized is discussed in [44].

**) This point is cleary defined in Fig. 1.1a, while for Fig. 1.1b, x = 0 for c1' ~ O. In

x = 0, (where c1' = 0) which is called the point of technological (physical) transition, it is not
necessary that p = 0 and (n-p) = O. The point x = XKmax where p = 0 will be called electric
transition point, and the point where (n-p) = 0 will be called inversion point Xi (see also
Fig. 2.3).
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be designated as the intermediate region (IR) in which, as in borderline case,
neither

(2.1)

holds.
In further discussion our

occurring in the first (SC) and

p=o nor

attention will be focused to the phenomena
the last (IR) of the aforementioned regions.

2.1. - Transport relations and boundary conditions; quasi-neutrality criterion

a. - Generaltransportrelations

These relations were established long ago in their phenomenological form
according to the band model (see for instance [8] to [15]; especially [9]),

However, the transport coefficients in SC (and IR) regions ([1.8 - mobility,

D8= k~ [1.8)and concentrations may depend explicitly on the field, which means

that the recombination rates ren and rep are also dependent upon K. Hence it
seams much better to emphasize these interrelationships by writing the continuity
equation in the following form:

(2.2a)

. . . . . . . . . . . . . . . . ., }

(A+D+R)

eqns.

. . . . . . . . . . . . . . . . .,

(2.2b)

op l'-= -rpe(n, p, ., .)-- Y'Jp+ gp,Ot e

where the subscript "ds'" stands for s'-th donor, the subscript "as" - for
s-th acceptor and ,,'R s"" for s" -th recombination level, and the subscript "k"
for every local level (A acceptors, D donor and R recombination levels). Ykj
are recombination coefficients (for electron transition k~ j), e-ab$()lute value of
electron charges, and g~ (r, K, . . .) and g~ (r, K, . ..) volume rate of external
(not thermal- not intrinsic, say that of strong K's, light and similar) generation;

- for kinetic equations (for current densities Jm):

(2.2c)

(
2.3a)

(2.3b)

In (r, t)=en(r, K)'[1.n(K, r).K(r, t)+eDn(K, r)' Y'n,

.lp (r, t) = ep (r, K) . [1.p(K, r). K (r, t)-eDp (K, r). Y'p,

supposing that the current cannot flow through local levels (h = 0 = Y'h, which
is valid for "higher" temperatures when the process of "hopping" is neglected).

Hence, there are (1 + 1 + D + R + A) unknown "concentrations" (of Felmi's
quasi-levels Etn' .. .), two "unknown" currents (In and Jp) and the "unknown"
field or potential Y (r, t), with "known" [J.-s, D's, y's, NRs"'s, rne's and similar,
it means that (2) and (3) result in (4 + A + D + R) equations i. e. regarding
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the number of unknowns, one equation is missing, and therefore another equation
must be taken*): Poisson's one

1V D= p; D=e:oe:(r). K; K = -V Yo:=-- V cpoe
(2.4)

The system (2) to (4) was certainly well known even earlier (for instance
[9], [15] and similar) but writing in the above formulation one emphasizes

(transient case; on, op, ..., =1=0) in the general case:
ot ot

- that the members rne=rn-gin and rpe need not be the
the writing of rne as (n-no) .1";;-10:=an '1";;-1 (no - equilibrium
with constant lifetime 1"n is not correct; even only the direct
(c-v level) results in

same and that
concentration)
recombination

1"n= (n-no) [Yev (np-na]-I =fen, p);

- that g~ =1=g~ and that it is better to separate the "external" generation
effects (that is often left out, as for instance in [9] - Chapt. 3),

- that the dielectric constant (relative) can depend upon r; e:= E(r) -
for instance as in the junction in Fig. 1 a: in heterojunctions.

- and that when applying V to In,p from (2.3) one should pay atten-
tion to the fact that Dn, p = f(K), with K = K (r, . . .).

b. - Acceptedmodel

The system (2.2)-(2.4) cannot ce solved in its genelal form, and the cor-
responding approximations**) based on definite physical conceptions should be
carried out so that apart from the aforesaid, we shall suppose later on that:

- we have a steady state case:

(2.5) q!!. op onR
= o.

ot' ot' ot '

f

- that V EA,B = 0,

- that all other "fields" (B = 0 and V T = 0 - isothermal

{ conditions), except K, do not effect,

I
-that the state of carriers are not degenerated anywhere:

Ef (x) or Efn, p (x) does not intersect anywhere Ee (x) or

l Ev (x) (see also Fig. 2.1.),

- and that indirect recombination processes are sufficiently well repre-
sented by one '7<.- level somewhere in the middle of the energy gap; hence
(see for instance [15] - Chapt. 6):

N np-BCR BVR
ren=rep=re= R' -'Yn'Yp=re(n, p),

(p + BVR) Yp+ (n +BcR) Yn

(2.6 a-c)

(2.7)

*) The question of correctness of its application here as well as that of Einstein's rela-
tion (D. ~ [L.kTle) is a special problem which is not treated here.

**) Doubtless, the general relations (2.2)-(2.4) are of great significance then as well,
because they form a correct and reliable starting point.
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The choice of only one recombination level does not diminish the gene-
rality of phenomena and conclusions obtained.

The remark regarding notation: Normal subscripts as well as upper indexes
are used according to the scheme:

(2.8 a)

x - space and time notation:
x = 0 means that t = 0, x = 0 or at some boundary (x = XN,P - Fig. 2.1);
x = 00 means "far away from something"; .

y - defines the quantity A more closely (for instance An,p - "what refers
to the electrons" i.e. "holes", Ao - equilibrium value);

z - approximation order.

(2.8 b) A means A/kT.

:!::Ab. c (or:!:: Ab, J means Ab and (- Ac). ,,='" =" means after "Ionger"
calculation.

See the list of symbols in the Appendix A.

c. - General boundary conditions

These conditions are different for the case in Fig. 1.1 a from those in
Fig. 1.1 b, and therefore they are given separately.

10 - Regarding the transition between two bodies (A and B - Fig. 2.1 a)
these conditions seem to be most completely formulated in [9] - Chapt. 3.
The first condition is that (for smaller polarization) the resultant flow of the
electrons (-J~) on the boundary A -B (the layer C is "thin") must be equal
to the difference (JABT-JBAT) - of the nonequilibrium "thermal" currents
(A --+ Band B --+ A); the same is valid for the holes. Hence, the electron flow
that may pass the barrier cf>c==E~A-E~B>0 is (conventional direction):

where:

-00 Vm

(2.9)

to and It - equilibrium and additional distribution
for instance [15] - Chapt. 5 and 7).

mn,p are effective masses, vm = - /2 cf>c .
. , \j mnTl

function (J =to +It - see
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The same expression is obtained for JABT, but in that case the index "B"
should be changed to "A" and (/>c= 0 = Vm is taken formally, while the electron
flow A--+B need not have to pass any barrier, and in addition J~A = -InA (+ (0).
Finally according to (2.9):

D 0

°In =JnB-JreB=JnA-JgeA =JBAT-JABT

(4"em~B k2 T' W/B + J o ) -iDe
(4"em~A k2 T' iV/A J o )= e "'(nB nB e - e -"'(nA nA ,

h3 h3

(2.10)

@1P-type sc.
@ -[N-type sc.

WgA
I

II-rl-
L . 0_"_-_-

I
~ l---+-J(

@

II

Fig. 2.1. - Energy situation in the vicinity of x""O for hetero (a) and P-N - transition (b).
a. - Two semiconductors contact (in equilibrium). UD - diffusion potential tPj-s and

tPe-s- internal and external work functions (tP= tPj + tPe), Ve - potential drop in the layer C.
b. - Band edges correction at direct polarization of N-P transition. U' - external

voltage drop between x; and x~ (dY/dx=O=K for that x); LnP and LpN - corresponding

diffusion lengths (L=-jlJi); aE~ and aE~ - band edges changes at x~x~ and x~.
I - SC and IR regions, II - quasi-equilibrium (quasi-neutral) region (NR). "Relative"

Fermi level W/n=Efn-Ee<O. See the text for all information.
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because there are also recombination currents JreB on the boundary: JreB =

= JncB-VA = JnrB-JngB (JnrBo==JnrcB-vA and JngB-JngVA-cB: transitions CB?VA)
and generation currents JnvB-cA="JgeA = . . . (due to the transitions VB?CA), so
that the whole J~B or J~A does not pass through the contact. From (Fig. 2.2a)
the equation

(2.11 ) w/:4 n~h3
wr"l1-W;'.t=tPc+(eUn+Vc), e =

2 (211"m~ kT)3/2'

using (2.10) also, the first boundary condition*) is obtained finally in the form

r (2.12)1

which is more general than that of (17. 19) in [9] and [15.2] - page 7.40, be-
cause it takes into account that mA*mB and that the effective masses of electrons
in the depth of any semiconductor are different from those on its surface
(m~A,B *m;'A.B) so that (2.12) is not transformed into (17.19) even if m'A= m'B,
but only if m'A = m'1 = m'B = m'; = mn'

The second ("electrostatic") condition is

(2.13a)

"t" -- tangential, "N" - normal component, and (JAB is here the surface
charge of the layer C.

The third condition (which is very often forgotten) is:

(2.13b) Ef~(X~)-EfA(x;)=eU' or E/'B-EiA=eU',

where the last condition is valid for "smaller" currents. The condition (2.13b)
is valid also for the P-N transition (Fig. 2.2b).

2° - There is not any "discontinuity" for P-N transition at x = °
(Fig.

2.1 b), so that the boundary conditions are usualIy given (but not always, for
instance in [22] they are given for x = 0) for transition "terminals" (the values
for these points will be notified by the upper index ,,0") where the quasi-neu-
trality conditions prevail (about it see the point d). When the polarization is
direct, pc;, and n~ have not the equilibrium "somewhere" at XN,P' because of
injected minority carriers (holes from P- and the electron from N-region). There-
fore the concentrations of the majority carriers must be increased in order
that quasi-neutrality might be kept:

.

o 0 '0 0

nN-noN"""PN-PoN'

. . ., .'. p~
"""

n~+ P;(2.14)

N==Nc;,-P'/v and

1
*) Here we suppose that YnB~-~YnA' while treatment in the original version [21]

2
h; slightly more general.
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As the currents JnN:pP"'V Efn:p of the majority carriers in the vicinity of XN:P
cannot change abruptly (see for instance [12]), Efn,p'S remain almost constant
here, and as n';v>n:N and p~> P:p, the band edges Ee,v must "correct" this
situation, approaching to E/s (at E:N:vp)' As it was shown in [21] (see also
Fig. 2.1 b), on the basis of (2.14) and

(2.15)

the following conditions can be obtained:

~~ +4 N

p
x-I ~1 +4; X-I

o N o P .
PN= 2 '

np=
2 '

correction - the displacement of band edges is

1(2.16a)1

3 E;= In [~ (~I + 4 ~ X+ I)], 3 E: = In [~ (~I + 4 ; X+ I)],
I(2.16 b) I

3 WO=3 EO+3Eo=kT In
n'N'pp

(ef; In PN)f e" N.P
, n= -;;;;'

that is valid practically for all injection levels (when X~I or Un?;U') and for
the reverse polarization.

The analysis of (16 a) can bring us to many useful conclusions. Thus, for
instance, for X= I, for symmetrical (P = N) and for extremely asymmetrical
(P~N) transition

(2.16c)

p';v=N ~-1 =0.618 N=n~<N=P and
o - 0 0

PN~.JN.P, np~N=noN4;,P

is obtained respectively, that means that the injected concentration never exceeds
(if X~ 1) their equilibrium values (P = P:p and N = n:N) in their region. This
conclusion seems "a priori" logical, but if the correction is not taken into
account properly, starting from (2.14) one has

(2.16d) and

instead of (2.16a) like for instance in [12-153]. Consequently, an absurd con-
clusion that n~ and P';v-~ when X= I, will follow.

Apart from that, such presentation enables the precise definition of x;',p;
here is K = 0 exactly (and it changes the sign), while without it (Shockley's
conception [24]) for x = XN,P (without the asterisk) we have K~ 0 somehow
"asymptotic". Thus if the transition is abrupt or linear (in total depletion ap-
proximation - [24]) we obtain:

x. = _.! x. = [2eeoU+ P

]

I/2 =~A.N N P eN(N+p) P+N p'

x. = -x. =
A:

= (3eeoU+ )1/3,

N P 2 2c5oe

(2.17b)
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respectively, but with

(2.17c) eU+==2oc*kT=eU*+~W;, U*=UD-U'

and do = n,
d c1'

= ete - linear transition slope.. dx

d. On the quasi-neutrality criterion

Putting c1' R = 0 in (1.1) with

(2.18) - E E - E
[

Ee(r)+Ev(r)
+

kT
l Bv

]
_.I. + !Lln+!L,p

cP- f- g= f- - n - - 'I' --
2 2 Be 2'

(l.fp,n = Ef-Efp,n, (l.fP-(l.fn=2~,

under the condition that ~= eU' /2 = ete (which holds good for direct polarization
in x~>x>x; - see Fig. 2.1 b), (2.4) becomes ([21])

A.i._~ [
.

eii'/2 . 2
.

h J. _A/()] A2 _uokT
- 2 e sIn '1'-<.../8 r,

D' -
,

~ &~

so that for U = 0 = U' (cp= 1jJ) the quasi-neutrality condition is the following:

(2.19)

(2.20a) 2 sinh ~-c1' (r)=-p/eng~O or
J

-L
I

== 12 sinh ~-c1'I~Ic1'I,en,

which is well known (see for instance [13] where, however, it is not empha-
sized that absolute values should be compared), but determining ~~ from (2.20a)
it is assumed (for instance in [13]) that from

(2.20 b) it results also and

while without this assumption quasi-neutrality criterion will be obtained in the
form which is more general:

I(2.20 c) I

That (formal) taking of p = 0 in (2.20c), as for instance in [13], is not always
correct, it can be seen from the example of abrupt transition (Fig. 2.2). Actu-
ally, as yo

c1' = 0 = ~c1' for x>O for the abrupt transition, with p= 0 eqn.
(2.20c) would be

(2.20 c')

which is always fulfilled, and the result of which (evidently incorrect) would be
that the quasi-neutrality conditions are fulfilled everywhere in this region. How-
ever, it is obvious from Fig. 2.2. that neither ~a; p nor yoa;p are equal to
zero, so that the left hand side in (2.20c) which is actually proportional to p,
never equals zero, and it decreases abruptly starting from centrain XpN, which
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will be defined in Section 2.2. Similar statement might be done for the graded
transition.

Eqn. (2.20c) is also valid for small reverse polarizations and for almost
all direct polarizations, provided that (4~2), ~2= exp eU', should be written eve-
rywhere instead of 4. Thus (2.20c) is fulfilled more satisfactorily for direct
polarization, and less satisfactorily for reverse polarization. See also the eqn.
(2.28 c).

J!'rx)

Fig. 2.2. - Example of incorrect application of (2.20 c) with P ~ 0 for the abrupt transition
(N-region). Pur - for graded transition; M - inflection point (XpNccXM); tt - tangent in M.

2.2. New approximate solutions of Poisson's equation (small polarizations)

a. - Solution conception

Poisson's equation (2.19) in its general form cannot be solved even
not for the equilibrium case, which is assumed here also (tj;= ({>,V = 0 = V').
Nevertheless, in the intermediate region (somewhere at Xp,N - Fig. 2.2) the
potential ({>lacks "very little" to reach its asymptotic values:

(2.21a) - . h-
cf

({>N,P=SIll
12'

p -+0, (X-+ ::I::00),

although (n-p)"-'sinh ~ changes very much here, and the conditions (2.20c)
need not be fulfilled. Under the assumption that here (or anywhere else) one has

(2.21 b)
d .

h - dcf d
.

h- 2 sm ({>'}>- an WIt
dx dx

J~
Z=-,

dx (-,,- dZ )({> -z - ,
d~

I(2.21 c) I--
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where the last expression represents the expansion of cosh ~ (near ~u) in the
series and where:

(2.21 d)
Zu Am

Z=-,u 2

provided that the quantities with subscript "u" are constant, and Xu = const
or Xu -+00.

The actual solution choice consists of retaining the largest number of
terms in expansion but the solutions must be given with elementary functions.

b. - Abrupt transition

The assumption (2.21 b) for the abrupt transition is quite correct (c1' =
= c1' u = ni N = const) and Zu is very near to zero (this holds only approximately
for graded transitions). By taking Zu = 0 and c1' u = c1', and by retaining the
terms to the fourth power*) inclusively, in (2.21 c),

x/A' .
12C' e D.

2

x/A'
Z

(Cz' e Di+tanh ~u) -3I(2.22)
,

6
=

.J3-tanhz~.sinh (-~+ CZ")+ tanh ~u'
ADi

is obtained [21]. It is obvious that iX(x) decreases more slowly than exp (-X/A~i)

when XR:3XpN (for larger iX's) and that iX"-'exp
( -~ ) if x-+ 00 (smaller iX's).

flDi

The expression (2.22) is more general than any of those given up to now
(for instance those in [23] and [25]) and it might be reduced to the latter. For
instance, Shockley (from the expression 2.13 in [24]) and Aigrain ([12] -
page 138) obtain

(2.23 a and b) . . - -x/A' d - -x/ADN
A (fi:fi:okT )1/2

O("-'e Di an O("-'e
'DN = -eZN

'

respectively, for the intermediate region when 0( is very small in the "space
charge" approximation (total depletion for X~XN); (2.23a) can be obtained
from (2.21 c) neglecting all the terms except the square one, or directly from
(2.22) for smaller iX ; eqn. (2.23 b) is more narrow than (2.23 a) because it is
supposed that N?>ni (NR:3ni exp cPu)i. e. that the condition ~u?>l must be
satisfied; (2.22) may be shown to be valid for iX's even when they are larger
than 1.
~_.-

*) Only the second power is retained in [231, so that (2.22) is much more correct. If
higher powers (from the forth on) were retained in (2.21 c) as well, the solutions would be
even more correct, but not expressed within elementary functions.
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~-~--~---

Another advantage of the relation (2.22) is in the fact that all its solutions
are analytical and therefore they make analysis easy, what is not possible with
the solutions obtained by computers (as for instance in [26]), although they
are more accurate. Apart from that, the expressions of the type (2.23) are
obtained under additional assumption that besides

- . . IX
IX~CPu one must have IX==-~ I,

kT
(2.23 c)

while for (22) the last condition is not required.

c. - Application to asymmetrical transition

Let us divide the whole region into four parts (Fig. 2.3.):

-(I), xp::(x::(O, where (2.22) is valid with

(2.24a) ~u-~p=sinh-l (-P ) and IXp=cpo-cPp~O
2ni

for P';pN the whole potential drop is in the N-region;

-(IV), Xi::(X::(XN, where also (2.22) is valid with
.. N
CPu-CPN = sinh-1 - = ~N'

2ni

because

(2.24 b)

or eqn. in TB.a *) if the origin is transferred to Xi;

- (III), near X~Xi; only in this part carrier charg~ (according to Shockley

- parabolical dependence of ~) can be neglected, and

- (II), O::(X~Xi or O>cp°::(cpiCPc~O,where (2.22) cannot be used, because

for ~<~c it is not valid (~C~~N- 6.
- the lower boundary for appro-

tanh <PN

ximation CPIV,see also Fig. 2.3).

fI,p

e @ o fired
}

chorge.
@ .mobile. prevail

.,

(Ill) (IV)

~
:.,,
I
I.
..,
t,

It.
'.,

~
"10 1UI) I .../:
o

'Pr ---"'/
~~i__!N

.AI, -.:::).:--7------
(1)10 1//

~
/1

(UI)

r
".-"," thi;.

0\')

!I

Fig. 2.3. - Dependences p(x), n(x)-(a) and <p(x)-(b) for asymmetrical (P';pN) abrupt
transition (in equilibrium U~ 0 ~ V').

*) In order to clarify the text, the list of numerous clumsier expressions is given in
the Appendix B, see the table TB.ajTB.b and further on; the potentials for some particular
regions bear the subscripts I to IV.
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It is obvious that the solution for P-region (Fig. 2.3) is not interesting
and that separate solutions for (III) may be left out, because (2.22) is more
correct than other solutions and may be used for larger I~I's, so thatriIV and ~u
overlap with ~III (or mutually) in (III).

Thence, from the point of view of our solution (2.22) the only problem
is the region (II), where the following possibilities based on (2.21 c) are examined.

1° - Since at x=O we have

p = ni
e-;P u':P n = ni e

q;u
.'. cosh ~II R::ie-;PU/2':P~

I ~II I,2nj

instead of c1' ~ the constant v is introduced (v = 0 is taken in [23], while here2
0:::;;v:::;;1, what is more "flexible"), so that the solution is as given in TB. b;
the subscript :.,e" is to remind us to the "exponential" dependence exp ~II ins-
tead of cosh cpo

2° - That cosh ~ expands again into a series, is the second possibility,
but near some "nonasymptotic" value ril (O>~o:::;;~l:::;;~C)'The solution for ~u
with

(2.24 d) ~l = -~N<O
when it stops in its expansion at a square term (in order to avoid special func-
tions, since now there is a constant term) it is shown in TB.b down, provided
that XO is determined from the condition CPu=cpofor x=O with ri° and XOgiven
in TB.d.

(2.24c)

3° - Near X=Xi where ~R::i0 and for large lril's i. e. everywhere where

(2.24e) cosh ~':P
I

'1 ~I,
eqn. (2.21 c) is reduced to the elliptic integral of the first kind: no series ex-
pansion is required (when ZuZR::iO)and the solution for riel is like that in TB.c.

Inversion points Xi can also be determined on the basis of the above men-
tioned, from the condition that X = xi for ~= 0:

(II). - If ~C;;::O (larger riN'S and N's) then Xi=XiU is determined directly
from the expression for ~II in TB.b - below, because at ~R::i0the ~u should
not be the worse approximation than ~IV. Thus the expression given in TB.d
is obtained for xiII'

(IV). - If, however, ic<o (smaller iN's and N-s, the case of silicon
transition in [23]), ~II and ~IV must first be "joined" (determining Cz' in
TB.a), then xi-xilV is obtained from ~IVR::i0. From the condition ~II(XC)=

=~c=~IV(Xc) with ~c according to TB.e (see also Fig. 2.3.) Xc and finally XiIV
are obtained, as in TB.d. - below.

(lIe) and (IVe). - If we use the expression for ~IIe (TB.b - below, see
also the paragraph 1°) instead of ~I by means of the same procedure

- xiIIe as in TB.e - above is obtained for ~C;;::O, and

- XaVe as in TB.e - below is obtained for ~C<O.

Z Publikacije
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T2.1. - Results of calculation for x;' s according to TB.a-e for cases A, B andC

Resu1ts
I

A B C
for N N N

[ - = 0.26 - = 5.78 -= 1.3.10' Calculatedn, ni ni according to

~P . P P
-=2.6.10 -5.78.1QS - = 1.3. 108

Quantity ni ni ni

- 0.13 1.78CPN 9.47 (2.21a)

sinh ~N= 7)N 0.13 2.89 6500

tanh ~N 0.129 0.95 ",,1

cosh~N 1.0085 3.05 6500

cosh ~p'lO-' 1.3 28.9 6500

-cPp 10.17 13.27 18.68 (2.21a)

V2coh~N 1.42 2.47 115

100M 1.14 88 291 TB.b

-~o 9.17 12.27 17.68 TB.d

xO/A'm 6.7 2.64 1.43 TB.d

xO/Am 4.76 1.07 1.16 x 10-2 (2.22)

XiIl/A'D' 4.32 2.57 2.4 TB.d

xiII/AD' 3.02 1.04 2.18 x 10-2 (2.22)

x'lv/AD' 1.70 0.92 2.14 x 10-2 TB.d

100 MN.) 6.465 11 206 TB.d

CN.) 8.4 x 103 3.1 5.4 x 10' TB.b

~o
1/96 1/470 1/6750expZ

CPc -46 -4.52 3.47 TB.e

loox;/Am -1.48 -0.31 -0.021 TB.e

Xill./Am 1.4 0.93 2.72 x 10-2 TB.e

XilV ./ Am 2.8 0.68 3.25 x 10-2 TB.e

xi.1i AD' 1.3 1 3.68 x 10- 2 TB.c

°x;/Am 7.6 1.49 2.77 x 10-2 TB.e

xiI AD' 2.35 0.77 2.17xl0-2 [23]

.) v = 1; the values almost do not dep!:Ild upon v for the case C.
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The last expression in TB.e for eXt represents the zero approximation
(total exhaustion of carriers i.e. the so-called "space charge" approximation-
of Shockley [24]), which always gives much larger values (see also the curve
Sh in the Fig. 2.3.). This approximation is called Sh-approximation in the
further text.

According to the expressions in TB.a - TB.e (they are deduced in [21]),
the corresponding Xt'S can be calculated for the given values Nand P, what
is already done in T 2.1. for the three pairs (A, Band C) of values (N, P)
taken from [23], where Xt is calculated by computer (the last column in T 2.1).
The results for some auxilIiary values are also given in T 2.1. Our values for
Xt'S are compared with the correct ones (according to [23]), and analysed in
Chapter 4.

Finally,thedependencesCPr (~ ), (r=lI, lIe, IV; el), can be calculated
AD!

according to the expressions in the same tables, what wilI be done in Chapter 4.

d. - Intermediate region width (Aup in Fig. 2.2) is not "sharply" defined,
but on the basis of (2.22) and of the definition in Fig. 2.2. (which is valid
for all kinds of transitions because p always has the inflection point, while the
abrupt transition has not, for x#O, a maximum of p), it can be written down
as ([21], see also eqns. 2.23):

2 sinh ~ (XM)-::-c1 (x~)
= A~i

~'(XM)-t~h ~(XM) ,
c1' (xM)-2 cosh cp(XM)-q)' (XM) 2 cosh cP(XM)

where the last expression is valid for the abrupt transition. It is obvious that Aup'

decreases with the increase of T and that it is "small" because ~'(XM) is small,

and apart from that f[J- tanh~- :S;;;O.25 (maximum of f[J is for sinh2cp= 1). If
2 coshcP

(2.17b) is applied to the abrupt and very asymmetrical transition (P';fpN), for
equilibrium U = 0 = U' we get the following

Ap
:>-

I 16nd -~p)
8'ii ~(-~p)

AupN ?' V N[~N-cP (XM)F cosh q,N 1'::1
[cPN-cP(XM)] Z-'

where the last expression is valid if 2 cosh ~NI'::1N~5. As [~N-~(XM)] is of the
nj

order of unity and smaller, the conclusion is that Ap (XpN- in this case) may
be both

- larger (higher T, direct polarization),

- and smaller (lower T, reverse polarization) than AuPN; this ratio is of
the order of unity for U = 0 and "medium" T's.

Aup=I(2.25 a) I

I(2.25 b) I

2.3. - The question of space charge region existence

It is evident that the abrupt P-N transition will always have the space
charge region (depleted of carriers). Nevertheless, the graded transition may also
be quasi-neutral. The criterion for the transition slope (do), its dependence upon
temperature (T) and applied voltage are examined here. In the end, the recom-
bination process influence is given.

2°
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a. - The required transition slope (U = 0)

Let the transition be linear at the place where x = 0:

(2.26a) (N-P)==nt cJf(X)=doX, (do=nt IV'cJfl==~J

and symmetrical: p (0) = 0, since then n (0) = nt = p (0). Evidently, the space charge
will not exist if the quasi-neutrality condition (2.20c) is satisfied. This condition
together with (2.26 a) gives

1(2.26b)1 (dO )
2

==(~ )
2 ~(4+of2)3/2 -+

ni Ao ADi2 ADi

. ( Ao )2~~ or Ao~ADi and do~~,
ADi 8 ADi

because one has IV'cf I~ IV' p I/ent, in the quasi-neutral case, and N = 0
for x=o.

Evidently, (2.26b) does not give us the correct answer to the criterion
for the space charge region existence, but if (2.26 b) is satisfied - SC certainly
does not exist, and if:

(2.26c) Ao~ADi or do~~
ADi

the SC-region will certainly exist.
We must mention that the condition (2.26b) for quasi-neutrality is usually

written as Ao~ADi (for instance in [9] - page 242), but we have proved here
that the condition Ao~ADi is sufficient; apart from that, the reason why the
transition slope do must be compared just with Debye length i.e. with nt/ADi-dt,
is not often shown, but that dependence is clearly seen from (2.26 b).

The space charge region or rather the region of the depletion of carriers
will actually exist when the following condition is satisfied:

(2.26 d) 21 sinh [~(r)] I~ IcJf (r) I or - of
~rni::::i -- .

A2
,

Di

it means that it is necessary to solve the complete Poisson's equation (2.19)
and then to see whether (2.26 d) is satisfied. For our rough estimation, we
shall solve (2.26 d) - the right hand side, with cJf according to (2.26 a),
under the condition (Shockley) that SC of carriers may be neglected up to
x = XN when, "at once" the neutral region (NR) begins:

X 2X
<p=

N

2Ao ADi2 6 A. A~i '

in order to determine XN we have the equations:

(2.26 e)

(2.26 f) for

or
. h

A02NN3 NN
SIll =-

3 A~i ni3 2 ni '

where X2 represents the distance after which (X~X2)
constant (nt c/I = NN - the final concentration).

for

impurity density remams
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Let a = (3 Ao A~i)-l"d/Ao' then

(~ sinhaxN3): (~ AaxN)

will always be bigger than one (A - 3 ADiz/2) i.e. the bigger the slope, sinh aXN3
will increase more than AaxN and their intersection according to (2.26f) takes
place for smaller XN' It means that with the increase of do, XN will decrease,
but the ratio XN/Ao"'do XN increases. Therefore if the final NN is given, it is
easier to achieve XN to be larger than XZ' It means that the depleted layer
"penetrates" into the region N = const. more easily. The least transition slope
required for this penetration will ee:

I(2.26g) I dOmjn
- ( 1 ) -

1

V

-- TNN/njY'-- - 1

tf
(NN/nj)3

- - - -YI"::>- -
n

- A i
-A N N -

A
' (NN )3 'i ,0 m n m 3 sinh -I - Di In-

2ni ni

where the final expressIOn is valid for semiconductors of one type dominating

(:~
}> I ).

It can be easily proved that, at a certain definite temperature, (ni' ADi'
. . . =const.), the larger NN is*), the larger dOmin is.

b. - The influence of temperatureand voltage

r(2~27a) I

Realizing that ni and ADi are dependant on temperature but that
do=l=f(T), we would better rewrite (2.26g) in the form:

dOmin (T) = (e: ~~3 tz

V

--
,1

NN'
kTsmh-l-

2ni

using (2. 19) for ADi' dOmin is clearly shown to have the minimum with respect
to T; N N being constant:

d . =4nj
[

kT(~r~~)
]

l/Z

Ominmln
ADi 9kT+3Wg

for T= 80 (and niQ) which is obtained from the condition:

1{2.276)1

NN
- (3kT+ Wg).

h 1 NN 2njsm - --
2ni

-

[ (NN )Z

]

l/Z'
2 kT 1 + -

2nj
(2.27 c)

Bc,v = 2 (27t mgn,p kTh-Z)3/z""""(kT)3/z.

---
. *) y(NN) is a m:motonously increasing function of NN' The wrong conclusion might

be obtained from the final right hand expression in (2.26g), i.e. that there is minimum of
3

ve/Am in y(NN) for N N/nj ~ ye (while it is valid only for NN/nj}>1); therefore the rela-
tion (2.21) in [24] is not always correct, as ex",,2 sinh x do not hold always.
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Consequently, the space charge limit (XN) in the given transition may be
in the transition (XN<X2) or outside:

XN~X2

XN??X2

for

for

domfn (TI)??do,

domfn (T2)~do'
I(2.27 d) I

at various temperatures. The fact that do mfn increases for T> 00 if Tis incre-
ased, and it decreases for T< 0, is even more important. It actually means
that XN in the former case decreases and it increases in the latter (it may
even "get out" of the transition).

In other words, XN either diminishes (if T>0N) or it enlarges (if T< 0N)
when T increases - actually it has its maximum for T= 0N (0N is different
from 00) as it will be shown more generally in Sec. 2.4. both for the linear
and for the abrupt transition.

When the applied voltage U is sufficiently "small" so that the problem
can be solved even further electrostatically, introducing the notion of quasi-
-Fermi levels as in (2.19), when it is very convenient to introduce the notions of
effective AD's and c.1' s:

(2.28 a)
eU

c.1u (r) = c.1 (r) e-2

and the notion of effective slope and p' s:

(2.28 b)
eU

dou=d=doe-2 and Pu = Pe-eU/2 ,

which all depend on U. That physically means that all processes happen so as
if U = 0, but with the effective intrinsic concentration:

(2.28c)

or rather - as if the gap Wg had been changed for eU and all other values
had remained the same [24].

If we compare (2.28c) with the results obtained under the assumption

that the condition !kIP =
eU

= !kIn has to be satisfied (for instance as in [9] -2
page 243), we see that this condition is not necessary.

Consequently, whatever is derived in Section (a) is valid also for U:f-O
(for smaller polarization). Thus the condition (2.26 b) changes into:

(~ )2~2~~ or Ao~??ADf'
AD! 8

from which the direct polarizations are seen to "help" the quasi-neutrality
appearance. Above all, voltage application can completely change the condition
for depletion (or for the quasi-neutrality). Direct polarization influences (but
not those of reverse polarization) are also examined in another way in ]26],
and the same conclusions are attained just like with us.

domfn (T, U) analysis leads to the conclusion (which is deducted in the
original version [21]) that domfn again has the minimum for T= 00u which increases

I(2.28 d)I
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when Udfr increases and it decreases when Urw increases, soon tending
the asymptotic value

I(2.28e)1 k0oa= ~ (~t2, A = 2 e:t2 (mgn mgp)3/4.

The dependence of SC- width upon T and U wiU be analysed in Sec. 2.4.
where the estimation of values 00a for dou will be given.

towards

c. - Recombination process influence; transition capacitance

10 - It is comprehensible that the recombination processes in the tran-
sition have not any influence when they are in the equilibrium state (without
polarization), but as soon as nonequilibrium concentrations (the polarizations
U#O) appear, these processes may "spoil" rectifying action and they can affect
the distribution of cp and p very much. In principle, the complete system of
equations (2.2), (2.3) and (2:-4) or (2. I 9) should be solved, and for the steady
state the condition (2.5) is sa.tistied.

Shockey accepted the simplest model of direct recombination (instead of
re according to eqn. 2.7, one has re=Yrnp-gf) and he got:

(2.29 a)

IN

J'i>:::!enl YrJ
(irn-i'rp-I) dx=enl Yr.7f

Ip

for the total current, where IN and Ip are points of contacts sufficiently spaced.

7r serves as the measure for the total number of carriers which must be
recombined in the transition in order to make J at Ip and INto be composed
almost entirely of majority carriers. It means that for the constant J and T,
the larger the recombination (Yr), the smaller the difference (Efu-EfP) must be.

- When the recombination is extremely intensive, quasi-Fermi-Ievels
join and

(2.29 b)

is obtained, where cr= crn+ crp is purely "ohmic" (drift) conductivity, so that
U = IRo is the ohmic voltage drop: rectification practically does not exist*>.

Yr~OO

- Efn (x) and EfP (x) differ considerably if the recombination is moderate,
and by introducing the notion of transition voltage Uf .e = Efn (0) - EfP (0)
according to [24] (we consider that it would be more general to define Uf for
x = Xf and not for x = 0) and supposing that Ern (x) -EfP (x) = eUf = const for

*) As p and n depend upon x, and hence upon U as well, at least on the width Ap
of transition, then however Ro will depend upon U at least slightly and the linearity U versus
I will not be complete: there is a certain rectification, which is not always stressed. Conse-
quently, the term "ohmic" in the sense of drift and the term "rectifying" should be dille-
renciated.
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the whole integration region (LpN~x~ -Lnp) of the diffusion lengths beyond
which Efn-Efp=O, one has:

(2.29 c)

where Js is the total number of recombined pairs in the layer (Lnp + LpN) or
the saturation current.' The remainder (V ~Ui) of the voltage drop is ohmic:

(2.29d)

so that finally

V = Vi + aVRp + ~ VRn = Rl 1+
kT

In (I + ~ )
'e I.

is obtained, and evidently Ro
<Rl <Ro. Consequently, the recombination invol-..

2
.

ves the series resistance R1, and it influences the transition state just because
it reduces V to Vi. I

2° - The basic characteristic of every transition is its capacitance Ctr>
or more generally expressed - its susceptance. We should mention first that
there are two conceptions of capacitance, the well known "electrostatic";

(2.29 e)

(2.30 a)

and the almost unnoticed dynamic conception according to Adirovic ([23]-1959):

(2.30 b)

which seems to be more adequate*).
The transition, cap3,Citance for

examined in detail in [21]:

, ~.

[

'c".u; d' Coo' dip1(2.30c)1 -=e-,- J. pdx='" =--e-p (lp). 1 +
S dU" S dU

Ip ,

(from which it is concluded that Coo~ Cneut; because always
dip

~ 0 hOldS),
. dU

as well as the recombination effect on Ctr in general. There, by dividing the
the current into the time independent (Jon) and the time dependent part (Joon),

*) This question is discussed in more detail in [21]. See also [45], where there is an
attempt to evaluate the difference between Coo, Cp and °Cp - capacitance defined in (2.30a)
but in the approximation of total' depletion. We remark that °Cp but not C p, agrees with
the experiment.
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for dc-part we have got the losses Ro and RJ like in (29 b and d) and the
excess concentration of time dependent part

L7c=-
2D .

([1.2 K2 + 4D/T)1/2 + [1.K

We see that an",-*Reancu only when CUT-*O, which means that the current
- -

will be purely reactive (j cuC",U) only for frequencies sufficiently low and for
the recombination sufficiently weak (short lifetime T). Otherwise, by writing
an", =a + jb, the susceptance has the form derived in [21]:

--

IN IN
U(G+jCJ}C",)-

[ J a
d UJ

iJb d]- e - x-ecu - x +S T iJU
Ip Ip

IN IN

+ j[e J-; dx +ecuU J~~dxl
Ip Ip

I(2.30ell

It means that the recombination influences both G and C",= Ctp with the
effect that both the values depend upon frequency, recombination mechanism,
polarization etc.

Let us remark that the expressions (2.30d and e) have a truly general
character and that we have not had any opportunity to see them at any
other place.

2.4. - Temperature dependences of Ap and <p

Widths of SC-region (Ap or XN and xp) are shown here analytically to
have the maximum for some temperature (0). Temperature variation of the
potential distribution <p(x) is analysed.

Experimental checking will be carried out in Chapter 4.

a.- Starting relations for temperature dependence of the SC-region width

In the general case (Uc/=Oc/=U', see also the condition 2.31 e) defining
XN,P with p ~

°
in (2.19):

(2.31 a) ~=e 2 =const,

under the assumption that the quasi-neutrality condition is valid here as well as
that ~N,P and ni of (XN,P) explicitly depend only upon XN,P' and (~ni) only
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on T, considering that Wg, e: and the like do not depend on T, and differen-
tiating both sides of (2.31 a) with respect to (kT) (here the sign "prim")

(~ni )Z -
2 - cosh \)iN,P'~N,P-0 (xN,p).nd~ni)',

dXN p kT

XN,P=
dk~

=
. . . =

(~ni)2 - d\)iN P

,

2 - cosh \)iN, p' ' do (XN, p). ~ nikT dX1';'P

1(2.31b) I

(2.31 c)
Wg-eU'

(~ni)'=~;;(3+ Wg-eU'); ni~=A(kT)3/2 e-~

is easily obtained, with all the symbols as before.
The denominater in (31 b) can be proved never to be zero (for the abrupt

transition it is simply do = 0) so that XN,P have the extremum for x;', p = 0:

1(2,31d) I 2 (~ir cosh ~N,P' ~N,P = c1N,p' ni' (~nd = 2 ~ ni' sinh ~N,P' (~ni)"

,'. ~N P = tanh 7J;N P'
(~~i)'

= tanh ~N p' (~ +
jVg-eu ).,

'~n; '2 2

Using (31 a and c) and taking into account (31 d), the x~,P from (31 b)
is seen to be:

- negative
C~:: '

Wg, V' and ~N,P--+O, while ~N,P' coth ~N,P-+ 1) for

the high T's (formally T-+ 00, so that 1-
~

= -
~

<0 )
- but it is positive (~?> I, sinh ~N,p~e~N'P/2) for the low T's (formallY

T -+0, and as ~N p~ln 0 n; +
Wg-eU' +~ In ~ and tanh ~N p-+ 1 then,

A 2 kT 2 kT '
cte-

~
+ In

k~
-+ + 00) it means that XN,P have the maximurn values (XNmax and

xpmax) for the temperatures T = eN, PU', It may be defined from the transceden-
tal equations (31 d and a), If the conditions

I

0 (XN,pmax) '
[

==
I

ni 0
. I

==
_~i 0 I . ew~~~u'

= Isinh ~ I,;>I
2~ 2~ni i 2A(k0)3/2 N,Pmax. ,

(2.31 e)
W -eU' . - el$1 - 1

.',
g

>or';>l; Ismh~I~-; Itanh~I~I---~
2kT' 2 2sinh2~

are supposed to be fulfilled, then from (31 d and a)
Wg-ooeU' - (3 Wg-eu' )Isinh ~I =

[ni01 =~cfL'e2k0 =...!
eltanh<lil Z+-Zk0

2~ ni 2A (k0)'/2 2 '

,..I\)i(XN,pmax)I~~+ Wg-eU' , (for Itanh~I~I);
k0N,pu 2 2k0N,pu

lS2,31f) [

are obtained; the member [,. ,] is much smaller than 1.
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Here the expressions (31 b, d and f) are more general than the correspond-
ing ones in [21]; there they are given for particular cases of abrupt and graded
transitions.

b. - The analysis of xNU (or Ap ) and do u temperature dependences

The following may be concluded on the basis of the above mentioned:

- according to (3 I f)-above, supposing that Ij; depends only upon xN,P
(explicitly) with the increase of the reverse voltage (with the absolute value),
XN pmax ceases to depend explicitly 'Wvupon 0N,pu, and that happens as

Iw-~
I

soon as 3~~-, what is prac- / Urev I

tically alwaysk~clf;l~ed (except for /
--~

;;t\-Yf'\
W g ~ eU' - the high injection .

d d
/ : I

II., gra e / I Itabruptlevel), because 0N,pu s are very XNUma,
/

I :1'
low temperatures, as we shall see \\ /_--i ~

.

\

.

-later on; \ ~u=o-(! 1\"
. - therefore, the cha.ract.eris- --~Ud~__L~~

tiC temperature 0N,pu w1l1 eIther I I I ~I i "

increase, if cf (XN pmax) grows : i: I I i
.' I I I I I

more rapidly than {I + [. . .]} de- 0 ~ \ /~ /\\
creases - in the cases of graded 9NUgr" 9~u 9NUab
trandtions, or it will slightly de- Fig. 2.4.

- Temperature dependences of the space
crease - in the case of abrupt charge width for the graded (left) and abrupt
transitions (where c4' = canst) if transition (right), with U as parameter.

IUinv ! is increased, according to
eqn. (31 f) - down since [. . .] always decreases.

- 0 NU and 0pu are the same only for the symmetric transitions;
- 0N,pu depend very strongly upon Inicf(xN,pmax)! i.e. upon the doping

level of the region, rising with the increase of the latter.
The shapes of XN,PU(T) with U as the parameter are shown in Fig. 2.4.,

so that:

T

(2.31 g) (k0' ) 3/2 =lni'of(XN,pmax)1

[A=2 (21t )3/2 (m m )3/4
]

N, PU
Ae3/2' h

gn gp

is the "asymptotic" value.
As an example, let us calculate 00u and 0NU for N-region of P.N

junction of Ge and Si, taking N = 2 . 1016cm-3 what would correspond to the
Ge of the conductance of about 10 Sjcm or about 3 Sjcm for Si, at the ambient
temperature (typical value for the base conductivity both for the "drawn"
and for the alloyed germanium transistor transitions); let us take that N = N N

- the final concentration for the graded transition, when we calculate domin
and dOminu i.e. - 0's and let us take that its "real" physical slope is
do = 1016cm-3jcm (the value which is given for Si transition [24]) and N = Cte

-. the donor contents for the abrupt transition, which is supposed to be sym-
metrical; the results are shown in T 2.2. when the values for Wg and ni (300 OK)
are taken from [13] and they are 0.72 and 1. leV, or 2.4 x 1013and 1.4 x 1010cm-3
for Ge and Si, respectively. In order to see the application limits of the cor-
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responding appoximative expressions, the whole account is repeated for
N = 2 x 1019cm-3, what approximatively represents the boundary of the non-
degenerated carrier states (for the ambient temperature).

The following may be concluded from T 2.2:

- The characteristic temperatures 00 a and 00 U for do's are low even
for the case when N is almost equal to the effective density of states (Be. v) at
the ambient temperature (then the semiconductor is already degenerated), and
apart from that, they are practically independent of U (00u~ 0u~ 00a) even
up to 99 Wg/lOOe of the direct polarization; for the adopted do, there are no
real reverse voltages which will widen the depleted space in the region
N=NN=const., when NN=2x 1Q16-l019cm-3.

- 0NU are still lower for the graded transition, so that the depletion
region boundary (XNU) decreases with the increase of T for all real temperature
and U's (see Fig. 2.4); here

(2.31 h)
3

XNumax~[3 EEo (Wg-eU)/2 e2 doP/3 JWg-eU.

- XNU'S are smaller in the abrupt (symmetrlcal) transition, when all
other conditions are the same, what is otherwise quite clear but we should
keep in mind that 0 NU increases when the direct polarization increases (but
very slightly) and it decreases for the inverse polarization (also slightly) so that

0NU~00a = 0~u as in Fig. 2.4.; otherwise the following is obtained from
the relation (2.31 f) for such a transition:

k
Q )3/2 _yPN [1

ni2e~ (~ N )( Wgu )]
(\JabU - Ae3f2 + 2PN N+ P

3
+k8abu .'I(2.31 IfI

where the last expression is valid also for the asymmetrical abrupt transition
(P*N).

The starting point for the whole this analysis is the assumption that aU
the states are quasi-equilibrium states, so that the above conclusions are quite
correct within that frame, because we "must not" apply too high reverse
voltages, nor "permit" large currents flow, i.e. eU~Wg for the direct direction,
when the conditions (2.13 e) - below are certainly fulfilled. Thus the value of
the voltage larger than Wg/e in the last row of T2.2 must be understood to
be only conditional - i.e. only as the reliable indication that such 0 cannot
be obtained.

c. - Potential temperature dependence for the abrupt transition

The dependence rp(T) for the more graded symmetrical transition can be
analysed comparatively easily. The accurate analysis of the asymmetric abrupt
transitions is rather hampered by the ignorance of the exact expression for
Xi (for the symbols see also Fig. 2.3 b) and therefore its dependence upon T
is not known.



60 &) &) (2.3Ic)

--~-,-- --~-
&) &) 12

---------- ---- ----
0.96 77 96 (2.28e)

dOmin for T~300GK 12.9 10.4 294 275 (2.27a)
Necessary slop;:

-- 0-
[1020 cm -4] and

dominmin for eOg 9.2 8.5 292 272 (2.27b)
--------_.---- ------ ------- -~----

Urev necessa ry for 3000K 2.64 3.96 3040 4130 (2.28c)
to eqw:te [GV] --

do min U with do for eon 6.1 8.0 6150 8100 (2.28c)

- ---------- --- -_.~-- ---
,

I

e~u x 104-for XNmax [OK] 14 &) &) 72 (2.31 g)
t::o
e II --- --- --- ----- --~-

;~ XNU for 3000K 1.4 &) &) 7.1

'-'
. depletion region"Ot::

width [fLm]oj 0
....-

O.~ XNUmax for e ~9.8 &) &) 10 (2.31h)

----~

'0 I e~~eoa for XNmax [OK] 0.77 0.96 77 96 (2.31g)

~S.l --- --

~t::

I

XNU 3000K 124 156 1.78 2.00 (2.31i)

2.9 - boundary [nm] --- -----
.J:J,'t:

XNUmax eN 178 190 5.60 6.00
<t:'"

be k eNU ~Wd*) -- --eU to with graded
transition -1027 -1028 &) &) (2.31h)
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Characteristic temperatures (8) and others for the concrete Ge and Si transitions T 2.2

--~~uantity [~nit]~~~u I

I

i~ ~~;~016 cm-3If~;~~2X~i~~~=;-
1

~alcula~

--
m

- - --

G~ i
- --~ ~- J _Ge__J~!~__~d_from

[cm -
3

]A X 10-20 see also (2.31 g)- -(eV)3J2
75

EO- relative die!. cont. 16' --

"--- -
----

eon - asympt. te:11p. for dominmin
[OK]

0.77

.---- -' -- --
2 eU for U~O

~
N
~: (3+ ~:;e~) ~

and
N On

eU ~ 0,99 Wg

~ 10 -
46 ~ 10 -

59 10 - 46 10 -
60 (2.3 If)

~--- --- --

~1O-3 ~1O-3 0.062 0.056

- -~ '---- -----

abrupt ---

transition:
WdGe; Sj~O,OI; 0,04 eV Wg+ + 3.3
-- --
&) The value does not depend upon N 1 fLm= 10 - 6 m ~ 10 - 4 cm ~ 10 - 3 mm;

G = 109 (giga). 1 nm ~ 10-9 m~ 10-3 fLm.

[me V]

+ 11.4 +0.52 +4.7

*) Wd - Ionization energy of donor impurity, chosen so that it corresponds to that of
antimony as donor [13]; those are lemperatures~ Wd/2 k ~ 58°K for Ge and"" 2300K for Si,
above which this impurity is almost completely ionized; the sign ,,-" corresponds to the
reverse polarization and" +" to the direct polarization.

**) These voltages cannot be calculated from the approximate expressions of the type
(2.31f) or (2.31j) (with P~N), because the "correction" for eU>W;!{ is [.. .];?>1, so that
the correct expression (I.27a) from [21] with x~u~O (and P~N) is used and the

graphical solution is performed: drawing ["lJU1 (1 +"IJ~YJ2lSinh -l"IJu and

[
3 Wgu

J [3 2A (kT)3/2

J

N
-+-- ~ -+In--+ln"IJu versus "lJu=-, (kT~keNu~Wd).
2 2kT 2 N 2nw
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The dependence of CPN,Pupon T can be determined exactly (according
to the eqn. 2.31 a) and it is shown that both dependences have the maximum
(CPNand Icppl) with respect to T for:

[

2

( )]
N; P niU WgU

(k0u . )3/2=-_- 1 +-- 3 +-- .'fiN,P Ae3/2 N2;P2 k8u'fiN;PI(2.32a) I

Taking the risk of not getting quite adequate results, let us accept Sh-
-approximation. Then, as it is well known, one has

- ~ N +r:P P:
{

2n. - -
}

0cpo= N

N+: i+
p+~(coshcpp-coshCPN)(2.32b)

(The above left hand side index means zero i.e. the Sh-approximation; if the
expression in brackets is added, the exact value ~o is obtained), and °Xi will
be then given by the relation in TB.e. On the basis of these two relations, it
is easy to prove that both 0cpo(T) and °Xi (T) have the maxima for:

1(2.32c and d) I

It is necessary to notice that 0 for cpodecreases (slightly) with an increase of
U, like with a graded transition (see also Fig. 2.4 - on the left) and that
the asymptotic value 0' for the inversion point (region boundary enriched with
holes) may be considerably larger than that for the transition width.

d. - The conclusion for temperature dependences

According to the above mentioned, the conclusion would be:

- that the SC-region widths have maxima as indicated in Fig. 2.4,
both for the graded and for the abrupt transition,

- that the dependences of the slope dOminu (T) have the minimum
(Fig. 2.5 a),

- that the potential cP(x) moves as in Fig. 2.5 b, where the dotted line
denotes the potential distribution for the pseudo-abrupt transition treated in
detail in [21], where, apart from other things, it is proved that always CPps<CPab
and Xi<Xip8' if all other conditions are the same.

Interesting temperature effects, not noticed by the others, are theoretically
proved in this way. It is necessary to emphasize that the same shape (with
the maximum) has also contact potential difference (eUD= CPN-CPP)which actu-
ally defines the barrier in the way physically most adequate and most objective,
since the notions of Ap or XN and Xp are conditional to a very great rate:
where the SC-region ceases is not known precisely.

All these results are obtained under the condition that the impurity centres
are completely ionized, and that 0's are low, which is evidently contradictory.
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Nevertheless, it is shown in one of the latest papers [44], both experimentally
and theoretically, that the temperature maximum effect always exists regardless
the degree of impurity ionization.

aJ

Fig. 2.5 - Temperature
- the abrupt transition

'fA
i (If!) (]VJ

-T

~-~ )-- -I-~-~--r--

'; I

;:;
I

f
u""c~
8<Tl<T2

bJ
I

dependences for the least transition slope required (a) and <:p(x, T)
potential (b); subscripts "1" and "2" refer to TI and T" "ps" -

pseudo-abrupt transition.

Chapter 3. - LIMITING REGIMES IN P-N STRUCTURES

Limiting regimes are understood to be either direct polarization currents
caused by the polarizations of the order Un or reverse polarizations which lead
to the (avalanche) breakdown with the currents that overtake the saturation
currents (Is) for many orders of magnitude.

Considering that all the impurity centres are ionized, let us remind of
the conditions that exist in the transition regions:

I. - Carrier depletion - impurities have got bare,
II. - The field is nonhomogeneous and rather strong, even when the

polarization is direct (103-104 Vjcm), so that the mobility (fl) depends upon
K (at least near Kmax at x = 0).

III. - With the increase of K, the (avalanche) breakdown may occur
(see for instance [28]). Because of the finite value of the width Ap, this break-
down need not be the same as that in a homogeneous body.

3.1. Direct polarization limiting regimes

According to the generally known conception, let us assume that the
direct current is composed of the diffusion current (Ja) on the boudaries x~
and x; (see also Fig. 2.1.) and the recombination-generation current (Jg-r) in
the transition:

(3.L) Jair =Ja + Jg-r; Ja=Jap+Jan'

Let us consider first Jg-r and then Ja - roughly and generally.
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a. - Recombination-generation currents from the transition

1° - Taking into consideration only analytical solutions which, in our
opinion, are given in the best way in [32] and especially in [22], for the re-
combination - generation part Jg-r of the total current JdiP the follow'ng
is obtained:

l

XN XN

J

1+-.I'n(U') 1+-.I,p(U')
(3.2a) Jg-r=e _._~__+~PN- .I;(V,)..ntXl'!...2sinh (YU' ),

XN XN 't' 2 kT
1+-.12n(U') 1+.--~.I2P(U')

Lnp LpN

so that according to [22] the integrals Ii (i = 1, 2, 3) are defined only for the
linear graded symmetrical transition and that as (see also eqn. 2.17 c)

I

Iln,p(V')=2e-cx* JYll-n,p.t.sinhq;dt, ~=cx2*(3t-t3);

o(3.2b)

(3.2c)
I

*
, J dt ( X )13 (V ) = ;0 , t =--.

2 cosh 'F
xN

o

UD-U
but with U'=U, O(*=O(=e

2kT'
Yll-n,p=1 and cosh<p~e'l'/2. Consequently,

even in [22] the attention was not paid, that:
(I) - the total voltage (U) is not the same as the voltage at the tran-

sition (V' - see also Fig. 2.1.),
(II) the "correction" according to (2.16) and (2.17c) may be considerable

especially at higher levels of injection, and that it is not 0(*= 0(;

(III) that Yll-n,p= !Lon,p
- the ratio between the starting (for K = 0)

!Ln,p (K)
and actual mobility may differ considerably from the unity, and

(IV) that the question of approximation cosh ~~ e~/2 is discussable -
especially for the abrupt asymmetric transitions (which are not treated in [22])
and for the direct polarization (when ~max= ~N or I~oI is not much larger
than I).

The first remark is not essential, but the last two must be examined in
the light of the second (II).

2° - The integrals II and 12, In [22] the starting point is the relation

of the type (2.2) and (2.3) with :: =0 and g:,p=O, as well as rn,pe according

to (2.7 with WR~Wg/2, what is quite correct, but it is considered that [1.=ff(K)
i.e. that it does not depend upon x, so that from

(3.3a) dJn=ere .'. In=e Jredx+Cn=[1.n(X).kT (dn+n~K ) ,
dx dx kT
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the differential equation for n is obtained:

'!"-+eK(X).n=~ Jr~dX+ Cn-
dx fLn(x) kT. fLn(x)

and the solutions differ from those in [22] as the function 'YlLn,p(x) is also
included in (3.2 b). Apart from that, IX*should be placed instead of IX, as it
was taken in [22].

It can be eas:Iy shown [21] that the correction due to 'YILmay increase
1],2's mostly twice or four times, w that if xN<i{L, then the values 1],2 do
not influence the exactness of the express:on for Jg-p the value [. . .] in (3.2a)
is about 2 for "good" transitions.

3° - The integral Ij for the symmetrical graded linear transition defined
with (3.2c) and with ~ from (3.2b) cannot be calculated in a simple way,
and the following two ways can be applied:

- either sech rp-is expanded into the series at ~= a:

h --- .
1 1 sinh a (- ) sinh2 a-I. (cp-a)2

+sec rp='~=--- rp-a +
cosh cp cosh a cosh2 a .

cosh' a 2

(3.3b)

(3.4a)
5 sinh a-sinh' a (~-a)3

+- '-+"'.
cosh' a 6

is small - smaller than 1 - the high injection level)Thus, if a = 0 (when IX*

we obtain:

I(3.4b) I . 1 17
*2

57.58
*h =--- IX +-IX 4 ,

2 140 1536

we obtain:

IX*~ 1,

and if a = 2.095

I(3.4cfl 13* = 0.63924-0.26658 IX*+ 0.0488 IX*2_0.0035IX*3+
+ 0.000221 IX*4- . . ., 1~ IX*~ 3;

- the second way is the graphical intergration.
The results of the calculation in both the above ways are given in Chap-

ter 4. (The departures in relation to [22] are seen to be very great: they may
be even above 200%).

The expression

(3.4 d)

is used for large IX'Sin [22], but we have shown in [21] that the approximation:

1;(IX*)~~ [
l-V3eT<X. (l- ~ )] , (IX*>4)

3IX* 2 3 vi 3 IX*
is slightly better.

4° - The integral 1; for the abrupt asymmetric transition is not treated
at all (in [22]). One may show that the definition (3.2c) is still valid for the

very asymmetric transition (P';PN), but the eqn. (3.2b) is not valid for ~ and
IX*, but

I(3.4 e) I

I(3.5a) I ~~ -2 IX*(t-l)2, *
IX l

I
P

IX ~-+- n-,
2 4 N

3 Publikacije
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The following two ways are treated here:
- graphical integration

- and the representation of sech ~ as the sum*) of the infinite geometric
progression of the factor q = -e2.p (since ~ is always negative, see also Fig. 2.3)
so that

I(3.5b) I

Xn

<I>n=Jz;Ie-z2/2dz, xn=2.JCl*(2n-I),

o

is obtained, with the fact that CPn~ 1 for n~4, being used in the final expres-
sion for 13*, Thus this problem consists of finding tabulated values for

00

CPn (n= 1,2,3, and 4) and the sum L'
. .; the last one is slowly convergent,

5
but it might be expressed by means of Riemann's ~-function ([21]) with suf-
ficient accuracy. Finally

/3* (Cl*) = 0.6;;}
[

0.1756 + i (; l)n-l
. CPn(Xn)

]
,

v 0(* 1 v2n-l

(Cl*~O.4), is obtained.
The value of the first derivative d/3*jdCl* is also of the great importance.

Starting from (3.5a) for ~ and (3.2c)

\ (3.5 c) I

2...
dl: =~ (~ J

dy )=... =~ (/3*-
1 )dO(* dO(* y320(* yycosh y 20(* 2 cosh 20(*

o

is obtained, which is quite exact.

The results of the calculations based on eqns. (3.5c and d) will be given
in Chapt. 4.

I(3.5d) I

b. - Diffusion currents - Higher injection level

10 - If the space charge and the electric field effect (drift components)
are neglected in the vicinity of x'1v;p, then eqns. (2.2) and (2.3) in the steady
state become purely "diffusive" for minority carriers:

(3.6 a)
d2np

-
~np

-
np-nop

-
d 2 - L~= 2'X nP Lnp

. d2PN
X":;;X p

-="'.,
dX2

The boundary conditions must be retained in their full form (2.16),
since the value of X is not much smaller than unity (n~=I=Nx, n~=I=n:N etc):

*) At the suggestion of Ing. M. Smiljanic, Inst. of Physics- Beograd.
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. . .
1
.

d h
0

N d h
.
f I

oN P 0
It IS Imp Ie t at PNR:::!Or,? , an t US 1 "on y" PN =- =- = np for the

2 2
symmetrical transition, then X is already about 0.75.

2° - Thus, for the medium levels (p~R:::!~, XR:::!
~) for the symmetrical

linear transition according to (3.6 a), ([21]) is obtained:

(3.6 b)

where the above index ,,0" denotes the point x = x'tr,p and where the inte-
grals /z have also the same significance like those in (3.2b). Actually, (3.6b)
represents the "corrected" well-known relation for the low level of the injection, as,
for instance (2.29 c) wjth Js = const. The general treatment of this problem will
be given in the point c.

Supposing that LnP;pN'?XN /z ("thin" transitions), we obtain from (3.6b)
for all kinds of transitions and medium levels:

l

eU' [ (IN )I/Z

]
-1

Jd= . . . =en.Z Dnp.
e . 0.5+ ~+px -1

+t
LnpP eeU'-1

I(3.6cLj

eU' [ (1 P )
I/Z

]

-1

)

e . 0.5+ -+-x -1 -
+

DPN. 4- N (eeU'-I)=
LpN N eeU'-1

where the final expression is valid only for the symmetrical transition (abrupt
or graded). Eqn. (3.6 c) is implied to be valid also for the lower levels and it
transforms into the expressions of the type (2.29c) in the limit.

3° - Eqn. (3.6a) would be approximately valid further on for high
levels, but not only p~,?N or n~,?P but also nN,?N or pP,?P is valid for
majority carriers. Therefore, almost the same large diffusion currents of the majo-
rity carriers appear, and in order to keep quasi-neutrality, a field that should
"almost" cancel these currents, must be created.

Regarding the asymmetrical transition (~ '? 1) in the limit (X-I, U'-UD),

it can be easily shown that the diffusion "constant" for N-region is:

Dp(P)=Dpo (1 +~ ), (p=PN,?N),
p+N

i.e. almost 2.Dpo, while npf':::!PR:::!ppand Dnp=Dno=const. We should emphasize
that this is not valid for the symmetrical transition, because, according to (2.16c)
the condition PN,?N cannot be attained.

(3.7 a)

3*
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Consequently, (3.6 b and c) is still valid, and it is also valid for the
asymmetrical transition (P,?>N) with DpN-+Dp(p) according to (3.7a) and

LpN-+Lp(P)=Lpo (l +~ )1/2, (p=pO).
p+N

(3.7 b)

c. - Dependences J (U)

-, exp ell'

1°-Regarding the medium injection levels, considering that sinh e
2
u R:1~ 2 '

according to (3.2a) and (3.6c), since expeU',?>l and expeU'[.. .]-1 in (3.6c)
are much larger than 1,

N P
- for the asymmetric transition with P ,?>N, - X~ 1 and - X '?>I, weP N

obtain:

I(3.8a) I
where A's and J8n are the constants and B's are quasi-constants:

A _2eni. B - 1 * (V *
) . J enlDnp.

g-r - , g-f - 3 . XN, 8n= ,
T Lnp'P

(3.8 b)
2

Ban = R:1CtcR:1l; Bap~l;

( 4N )
1/2

1+ l+pX

- but the following is obtained for the symmetric transition (P = N) for
the diffusion current:

Ja =J8 :; (VI + 4X-I), (X = ;~
ee6').

It can be easily shown that the ratio of the second and the third term
in (3.8 a) is always smaller that (NjP)1/2 for V' ~ VD (the medium level) i.e.
regarding the two "diffusion" components, the component, , eeU'/2*)prevails in
the asymmetrical transition and the total current has two components both di-

I
.

I h eU'rect y proportlOna to t e exp ~.

We can see from (3.8 c) that the further expansion of the expression
(1 + 4 X)1/2 is useless, because 4 X'?>I can never be for V' ~ UD, i.e. the compo-

nent , , expo e~' does not exist here in its real sense. This fact is not noticed

to be emphasized by the others.

(3.8 c)

*) Evidently, the component, , exp eU' prevails for U'>UD, but those are already
higher levels; apart from that, U' is smaller than the applied voltage U for the voltage drop
beyond the transition, thus the condition U' > UD can hardly be attained in practice.
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20 - For high levels the diffusion current is obtained for the asymmetric
transition according to (3.7 a) and (3. 7 b):

Jd=Jpd(X;')+Jnd(X;)~Jpd(X;")='" ~

DpN(l +p;'/p;'+NY/2
( 0 0 ) 0

~ PN-PON "'PN.
LpN

I(3.8 d) I

o - eU'We see that Jd""'PN",vx",exp- according to (2.16a). Let us remark
2

that the above fact in [12] (page 159) is taken from otherwise correct conclu-
sion that Dp- 2 DpN for high levels, but the interrelation between this conclu-
sion and the fact mentioned above is, in our opinion, not clear.

30 - As a conclusion, by forming the following relations according to
the above:

(3.8 e)

it is possible to show ([21]) that this ratio between recombination and "diffusion"
currents constantly decreases in any transition (abrupt or graded, symmetrical
or asymmetrical) when the polarization (for V' ~UD) is direct, with the increase
of V, which is obvious even physically, but according to the conception which
does not take the band edges correction into consideration (does not distinguish
IX*from IXaccording to the eqn. 3.2 b) the correct result is not obtained. Thus,
the relations (3.5c) and (3.5d) have also a great principal significance.

Finally, by forming the ratio ~=Yrd(U'=O)lrrd(U'=UD) we obtain
approximately:

I(3.8f) I and

for the linear symmetrical and abrupt asymmetrical (P';t>N) transition, respecti-

vely. We sel' that ~8ym may be very large (~;;~~2,9 for := 1.95) which is

not the case with ~a8' because Dnp LpN ~~ I DpN Lnp is never larger than unity
/

'en not for In Sb where Dn/Dp = !J.n/!J.p~100). Hence, with the increase of
nsition asymmetry, the ratio Yrd remains "less suitable" if the injection
d is increased: the participation of the recombination currents from the
!lsition decreases less.

d. - Higher le"els - General relations

.
10 - Let us be satisfied with the solution for Jg-r from the point a,

try to find the more correct - general solutions for the "diffusion"
~nts beyond the transition (x~x~, x?x;") taking into consideration the
'tions described in the paragraph 30 - point b. By using the model and
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all the transport relations from (2.2) to (2.7), except Poisson's (2.4) instead of
which the quasi-neutrality condition*} is written

nN(x)~PN(X)+N(x), x;?x~;

pp(x)~np(x)+P(x), x~x;,

emphasizing that both Nand P may depend upon x (graded transition) for
the one-dimensional and planar case, when according to (2.3), with rne= rpe= re,
we get:

(3.9a)

(3.9b)
d d

-(In+Jp)=.-J=O .'. J=const.
dx dx

i.e. the total current constant, for the field one can easily obtain from (2.3):

(3.9c) K (x) =
( dn dP )J-e D --D -n dx Pdx

e [n (x). fLn+ P (x). fLp]

By noting the derivatives with respect to x with "prim" and "second",
after long but simple calculation, the general equation for the holes in the
N-region (x;?xjV) is obtained from (3.9c), (3.9a) and (2.2) together with (2.7):

I(3.9d) I p" + (b-l). Q (p, N). (p')2-~ Q (p, N) . Q! "p' +eDpN
(I) (II) (III)

+ Q (p, N) . Q2
"
p-

R (p, N)
= 0,

DpNTob
(IV) (V)

where

( J )F.N" +N' --bN'

Q = 1 +
eDpN (b-l

-b ).N' Q =
.

eDpN .
! J NP

, 2 N '

N
Q=---, F(p, N)=p(b+l)+bN;

F(p, N).(2p+N)

(3.ge)
r .F

R (p, N) = "0 --"---"
2p+N

?3p
I+c-I)p N

re=-' ,
To 1 +al)p/N

N
c=--

N + 2po '

a=

*) Actually, (3.9 a) should be considered as Poisson's relation with p""O; consequently,
it is always necessary. Nevertheless, dK/dx ~ 0 and K = const. would result from p = 0, which
is too rough, so that (3.9 c) is used for K.
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The equation of the type (3.9d) was obtained even earlier (e.g. in [34]
to [37]) but this one is more general than those given up to now, because it
contains both N' and N", which is important for graded transitions, at least
on principle.

Only the abrupt transition will be treated here (QI = I and Qz = 0), but
even then (3.9d) has several advantages:

- only the direct recombination (formally with a = 0 in the expression
3.9 e for re) is treated in [34], but with us (a *0) both are possible: the direct
and the indirect recombination according to the model (2.7); apart from that,
the case of large p's is treated in [34] only for J~O, but actually the contrary
would be more logical.

- Eqn. (3.9 d) has also been attained in [35] (without Ql and Qz) but
in actual solution it is considered that Tp = const., hence even rougher than in
[34]; apart from that, the terms (II) and (III) are neglected in [35] and some
restrictions are not documented.

- The problem is presented in [37] more widely than with (3.9d): the
impurities are not completely ionized, p*

0, but in actual solution it is consi-
dered that p~ 0, and the differential equations are linearized without special
explanation*); apart from that, the conception of external field (homogeneous)
is applied in [37], but in our opinion, it would be more correct to consider
external voltages.

2° - Regarding the abrupt transition (QI = I and Qz = 0) by introducing
the symbols:

(3.10a)

IN
I dy I IN "dzy=p

'Y=dx=P
=Z,y =Zdy;

2
G = LpNo . Z, (LpNO = DpNo TO)

A =
J LpNO

eDpNNb '

the equation (3.9d) under the condition that (;p~p (higher levels), is obtained
in the form:

(3.10b)

with

dG
G.-+N(G, y)=O

dy

N (G, y) = Q' (y) . (~Gz-GA)-y (y),

A_b-l B_b+l,- 1
i' -b' -b'

Q - (1+ By) (1+2y)
,

1+ By 1+ cy
y=-.y.-.

1+2y l+ay

Hence we have the generalized: concentration gradient G, concentration y and
current A. We remark that it is sufficient to know the dependence G (y) i.e.
p' (p) and not necessarily p (x), for our problem.

(3.10c)

*) The detailed comparison of all the terms with (I) is carried out in [21], and (3.9 d)
is shown not to be a linear equation on principle, (let alone the eqn. with constant coeffi-
cients), and actually it must be solved complete.
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The equation (3.10 b) is Abel's differential equation for which, as far as
we know, there is no general solution in quadratures. It exists only for A =

°and it is as follows:

(3.11 a)

y

G
j

=~ (ZIy
)1/2,

Iy==-I(y)= ! S2.y(y)dy, S(y)= 1+Zy,
A,J~O 82 1+ By

o

which can be easily obtained by the method of integrating factor (indepen-
dent of G).

By using the integrating factor which depends on G (which is not ade-
quate mathematically), the approximate solution (explained in detail in [21]) in
the form

1(3.11 b)j
(ZIy )

1/2
-G= ---s;-+H2Al -HAl>

Al =AI4~, H(y) = l-~
82

is obtained.
The value of the proposed solution will be checked in Chapter 4, but

now it is only clear that it coincides with (3.11 a) for A = 0, and that it satisfies
the boundary condition G =

°
for y = 0. We remark that the integrally has a

solution expressible by elementary functions and that (3.11 b) is roughly valid
both for graded transitions and for all injection levels.

It is valid for very low levels (y -+ 0), since then

(3.11c)

and from (3.11 b)

(3.11 d) -G==- -LpNO Z= (-Jl + A2/4 -AI2). y,

which completely coincides with the solution of the equaticn

y"_~y' -yiP =0
L

obtained from (3.9d) for y-+o and ly'I?>(y')2, which is usually used for low
levels (and abrupt transitions - Q2 = 0).

3° - With c=l, for the very high levels (y-+oo) according to (3.11 b),
the following solutions are obtained

(3.11 e)

1(3.1101
[

b + 1 b + 1
]

1/2

(b + 1)
1/2

-G= - y2+-(a-l)y Ri - .y for a']"':0,
Zab a2b Zab

[
b+1 3b+1 b-1

]
1/2

(b+1 )
1/2

-G= - y3+~ y2+- y Ri -- .y3/2 for a=O
3b 4b 4b 3b '

i.e. different for the indirect (a']"':O)and direct (a=O) recombination and more
general than the corresponding relations in [34] and [37]. The same result is
obtained also from the immediate solution of (3.9d), when p -+00 and when
the terms II, III and IV are neglected.

We see that G does not depend upon the current (parameter A) for very
high injection level.
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By using (3.7a) according to (3.6b) the diffusion current is obtained at
high levels for the asymmetrical transition:

1(3.11g) I

with GO according to (3.11f) and yO==p~/N according to (2.16a). We conclude
from (3.11 g) and (3.llf) that Jdir

- contains the quasi-constant term besides the terms according to (3.8a)
for a*O:

1(3.11h) I A"" =
2eDpN"N

[
(a-I» (b+ 1)

]

1/2
m ,

LpNO 2 ba3

since yx2+ 2x~x+ I for x> 1.

- but for the direct recombination (a = 0) the following term will appear
instead of the term Ad Bdp eeU'12in (3.8a):

3 - -
A "" [(

n;)3/2 -;feU' 3b+ 1 3
(ni )1/2 eU'/4 b-l 3

(N )
1/2

~ rT14
]uso' - e +-.- - e +-.- - e e ,

N b + 1 8 N b + 1 8 n;
1(3.11i)1

A"" -
2eN DpN Iii+!

aso - L \j 3b 'pNO

i.e. the exponents ~e{j' and eO' which are different from those for a*O. The
4 4

results expressed with (3.11 h) and (3.11 i) are very interesting, and as far as
we know, th~y are new; however, the checking of their practical significance is
beyond the frame of this paper.

3.2. - Limiting regimes at reverse polarization

a. fL(K)-dependence - hot electrons

1° - When the field is increased, the carrier distribution ceases to be
equilibrium: the carriers do not "have time" to transfer all their energy to the
lattice and they become hot. The notion of electron temperature Te> TL = T is
introduced in ([24] - 1951). Mobility begins to depend on the field - it
decreases. Without entering into the explanation of this phenomenon*), let us
emphasize that the essential role is played here by the scattering by the optical
phonons (of energy fz<Uo) and that the saturation effect of the drift velocity
appears there. This velocity h:comes

(3.12a)

for the field K' of the order 103 V/cm in the wide temperature region (50 to
4000K for Ge); Vs are of the order 70 km/s. K' is the field in the "middle"
of the borderline region fJ.=cte_fJ.'"""-'I/K.

*) It seems that the first such theory is given in 1934 (L. Landau, A. Kornpanejez.
Phys. Z. Sowjet., 6, 163) and later on it was treated by many authors ([7] - 1937; Seitz;
Conwell - [30] - 1952; Gunn, and many others).
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Specific conditions mentioned at the beginning of this Chapter p:"evail
In P-N transition, so that the following questions must be cleared up:

- Is the transition width (Ap) small in relation to the length of the
free path of the carriers (An,p), so that the complex effects appear as if being
in thin layers (see for instance [15])? However it is possible to prove that:

(3.12b)

- The "nakedness" of the impurity may cause the quantitative change
of the scattering character on the ionized impurities i.e. the carriers may not
be of "band" but of "quasi-polaron" character; it was shown in [21] in detail
that the carriers in the atomic semiconductors may, however, be treated as
"band" carriers and that for the mobility a more suitable expression is that
due to Conwell [30], which is usually considered as less accurate than that
given in [29];

- Relaxation time, or rather distribution function may depend on x
explicitly, and not only implicitly throughout K = K (x); it was shown by
Cujenkov ([31] - II) that 'ri=f(x) if

IK (x) I~
I ~~ I ~~, ~o= ~opt= : ~o~*'

where ~o is a relative energy given by the carrier of energy W = W* to the
optical phol1ons, W* - the threshold of the atomic ionization energy, and

(3.12c)

C h
Jjcuo

o=cot -.
2kT

Eqn. (3.12c) may be shown, what is done in [21], to satisfy any graded tran-
sition, but regarding an abrupt transition - only if Au~An/vr;, holds, which
need not always be the case.

Hence, nothing changes in the machanism of scattering processes in relat-
ion to the machanism in the bulk, under the condition that (3.12d) is ful-
filled.

(3.12d)

2° - The common effect of the optic and acoustic phonons were trea-
ted by Bok [33] in an alternate way (strong interaction of carriers) and under
the condition that

(3.13a) m* V<t>~kT and

where V<t>is the phonon velocity and Va - the drift velocity. He got thc
following para'1letric dependence for Va and fl.:

K 1 (Te )1/2
-=-=Fs(~e)=~e/fl.so, ~e= -

Tv ds fL.
(3.13 b)

(3.13c)

where the subscript "s" denotes the type of scattering ("ac" - acoustical
and "opt" - optical). As Fs's and 6s's are the known functions (different
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for various s's) - !1-s's,vas's and Te for the given field (and T) can be ob-
tained from (3.13). The resultant mobility !1-11>can be obtained according to:

(3.13d)
11 1 ( 1 1 )-=-+-=Fac+FoPt=~e -+-

[LII> [Lac [Lopt [Laco [Lopto

1(3.13e)!

According to ([38])

(3.13f) -
2v~ t: Z(I- ~ ) and G t = ~--~- ~Gac - [Laco 'oe ~e2

op,
C, [Lop'o.m* e'

we obtain from (3.13d) and (3.13e) for the larger field (~l~ 1)

1(3.13g) I
1 1 1

+-[L
11>0

- [Laco [Lopto
.

The member (.. .)/Kz is ~[... F for the fields large enough and by
developing {. . . }i/z into the series, we easily get

(3.13h) ([LII»
Z"",

fiCi>o[LII>o
.~. - = ~

_fiCi>o ( [Laco )l/Z

"=' *
2 2 . . Vs -!1- II>K

*
[L

11>0 Co m [Lopto [L11>0 K Co m [Laco+ [Lopto

which is at least semi-quantitatively correct, and it agrees with the results of
other authors mentioned earlier. The value of this method is in the fact that
the explicit dependence!1-11>(K) is obtained-according to (3.13 g), and as

(!1-1I>0/!1-1I>)2=
Te

= ~ez we have also the dependence Te (K).T
We remark that the dependence !1-11>(K) is incorrectly deduced in [33]

(eqn. 3.13g is not obtained) because the "energetic" expression (3.13e) accord-
ing to (3.13c) is noted in an non-adequate way:

(3.13 i) !1-11>KZ = Gac + Gopt. ([33] - p. 128),

and there is even an unadequate conclusion that the saturation exists at lower
~e's i.e. K' s (because the member with ~e prevails in 3.13 i for the lower K)
and that there is a further ("acoustic") increase of Va"-'V K after the "Ohmic"
part of Va~ K and the part od Va = Vs = const.

b. - Avalanche ionization

10 - According to Cujenkov [31] - II, the distribution function in the
SC-region is shown not to depend explicitly upon x, i.e. avalanche ionization
phenomenon may be treated in the same way as in the homogeneous semicon-
ductor, if the condition (3.12c) is fulfilled.

We should note that the avalanche ionization in solids may
to impact ionization in gases (glowing discharge; Townsend, as
1901) only formally, because in reality there are some essential

be equalled
early as in
differences:
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- no pair- carriers are created in gases: hardly mobile ions ([1.1~ [1.11'
but [1.nRifLp)are there instead of holes, and the conductance is monopolar;

- drift velocity has the saturation long before the avalanche effect, as
it was described in the Section a. - so that the direct acceleration in the
field is almost prevented and the impact ionization takes place indirectly: the
field increases the average thermal velocity (vT) i.e. carrier temperature, and
at such distribution the fastest carriers ionize neutral atoms which have the
ionization threshold ([31])

(3.14a)

and ionization probability

(3.14b)

where W1 = Wg - if the intrinsic ionization is concerned, and Wo= const. -
ionization parameter.

In [31], for the field K' defined at (3.12a), the following is obtained:

(3.14c)

where ~<I>is the para'11eter of the ratio between scattering by optical and that
by acoustical phonons (for Ge and Si of N-type, it is 2 to 2.5 for the wide
temperature range); all other signs are as before.

2° - By introducing the characteristic lengths of the free path (Ao), the
field (Ko) and the ionization probability parameter*):

(3.15a) A =A 1JoPt.~;;, 1iCJ>0[rJ.m ]Ri50A 2mv<I>2
o ac

1Jac ~<I>2 2C. W*
r , 'Y)ac=

kT '

(3.15b) W* - W*
Ko=-V'Y)optRil04-105 Vjcm, K*=-

eA. eA.

(3.15c)
A ( 12 W*

Po =wo ~RiWo' 10-12 = 1 to 104 v* =.1-v* 1JoPt ' V m*
,

31i CJ>0)'Y)opt =4C W* '. .

Cujenkov obtains the expression for the coefficients (iXn,p) ~
tion, for stronger fields, in which only we take an interest (z

(3.16a)

*) Num\Jrical values in (3.15) are calculated in [21] according to
for T=300oK; w. exists within the range of 1012S-1 in case of week ioni:
lattice scattering, and up to 1016S-1 when the ionization is preponderant.
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which is very similar to that of KeI'dys [38], where the attention is paid*)
to whether the dielectric constant (s:) is near the unity or s:~ I (which would
correspond to Ge, Si, GaP and GaAs):

~ (z) = ZV e-z2 [2. 31/4r (3/4) . (Po')'/'
- ~]. C(z)

r(I/4) Z3/2 2. '

where C (z) almost do not depend on z, and where \/R:l2.

The compositions of eqns. (3.16a) and (3.16a') are similar, but we have
decided to take (3.16a), because (3.16a') cannot be used for the limiting case
K -H/O (z -+ 0), then rx"'Z1/Z, but if K increases, then ionization must also
increase.

(3.16a')

By introducing the notation

(3.17a)
A* AO/k

W* (A I .1. k
!icuo

= x' x= eKA* =z
\'1I'" K' 't' = <)ICoW*'

A=.i.k zk B=2
r(3/4) (w

3A* )1/4
K = Wn:p

3
x <)I, r(1/4) °v*kx '

n.p
eA:.p

where kx and k<)lare arbitrary coefficients for the correction in calculation.
Instead of (3.16a) we get the rearranged expression

~-~xljl

y=~A* = . . . =..jX 2 A
x21j1

eXPA

x2<)1

=F(x, ~).e-A, (x< I)1(3.17b)1

suitable for the quantitative determination of parameter from the exact nume-
rical results (according to [39]).

We remark that Wolff [40] was the first who gave the theoretical treat-
ment (by means of kinetic equation for distribution function) for finding rxn.p's:
he calculated the dependence rx(K) and he managed to get the analytical depen-
dence of the type:

[bn. P

J

m

rxn.p=An.p.e- K(x) , (A and b-i=f(K»,(3.16 b)

for silicon (with m = 2). There are various approaches both in [41] and [24]

- 1961 to the relations similar to (3.16b) but with m= 1, while regarding
low fields (K<K') it is shown in [39] that m = I should be taken and by
strong fields (K?: K')-m = 2. We see that our rearranged expression (3. I 7b)
has advantages because:

- it has an adequate physical interpretation for every parameter,

- it shows that the exp (-xz ~)
need not be a preponderant factor for

the change of rx with K, but that may be F (x, y) =F (K);

*) In [38] - 1965 the attention is paid also to the orientation of K in relation to
the principal axis of the equi-energetic ellipsoid; the relation is roughly similar to (3.16 a').
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- the p:trameter A is universal (it is compared with [39] in [21] and
A=3 is calculated); thus we have four (A*, B, W* and nCJ}o or ~) parameters,
which is more than in other works, with mostly three parameters, i.e. eqn. (3.17b)
is more correct.

3° - Multiplication factors are best defined as the ratios of current at the
output to the current of same carriers at the input of the transition (and not
as the ratio of concentrations):

M =
Jp(xp) =JpN M =

JnM. (M' =nM M
/ =PM )P -, n , n , p ,

Jp(XN) Jpo Jno no Po

not only because Mp, N is not equal to M~, n, but also because the starting
relation (eqns. 2.2 without the recombination part and diffusion current)

1 dIn /- ( ) dJp 1
(3.18b) -- -=gi+gn =gj+ nVn+pvp =-.-edx dx e

is written in a simpler way by means of current*):

(3.18a)

(3.18c)

with:
Jp =epvdp and In = -envdn

and it represents the linear differential equation:

(3.18d)

where, by definition:

(3.18c) rxp=-'!L and rxn=~, (rxn p>O),
!VdP! IVdnl'

under the condition that drift velocities (Vdp,n) need not be (for lower K) the
saturation ones (vsp,n)' By solving (3.18d) and knowing that ([21]):

) dJn- dIp
J=Jn(x)+Jp(x =JnM+Jpo=Jno+JpM,

dx --d;'

(3.18f)

x y x

Ip(x, Xo)= I rxp(y). exp (- Jrxdu), dy = In-1 + exp (- Jrxdu),
Xo Xo

1(3.18g)1

the definition (3.18a) - left, we get finally:

Mn=(l +~::Ipp+G;p/Jno)/(l-Inp),

Mp = (1 +
~::

Inp.e1p+ G;p e1p/Ipo)/ (1-elP. Ipp)

according to

*) As we have Vdn>O, VdP' In and Jp<O both for reverse voltage and for N-P tran-
sition as in Fig. 2.1 b, reverse currents are considered here further on as positiv~: calculations
are carried out with the absolute values of current.

Vn and vp are the rate of ionizing collision acts per carrier.
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where the integrals

Ipp =Ip (XN, xp);

(3.18h) x

J -I
In = IXne Ydy,

y

Iy=J IXdn,
Xp

are dependent on the field, i. e. on the voltage applied.
Similar expressions are obtained at other places, but

- it is assumed in [42] that the generation does not
with K, so that instead of our

change with x i.e.

(3.18i)

y

x - J a du

Gi (x, xp)=oe Jgi (y) e Xp .dy,

a simplified expression is obtained, which need not always be correct; Cuenkov
considers that gi = 0 (in [31]) and he neglects Jpo;

- Mn and Mp can be immediately seen from (3.18 g) to be difJerent
not only in the general case but even when IXn- IXp = IX= 0: ionization by elec-
trons and holes being the same, (Mp = Mn only for Jpo =Jno);

- if we assume that approximately

(3.19a) IXp=ka,IXn, ka,=I=f(K)

which does not result from (3.17 b), but it might be accepted for a
region of K's, and we obtain

, ,narrower"

(3.19b)
k -1

M = a
71,

ka -e-/p

(as for instance in [25] - 1956) only if Jpo is neglected together with gi'

c. - Breakdown criterion

10 - In all the papers known to us, the breakdown is considered to
take place when the corresponding value, e.g. current, becomes extremely high
at the "excitation" (for instance voltage or the field) reaching the correspond-
ing breakdown (critical) value:

(3.20a) I, J-+oo for U= Ub or K=Kb'

Nevertheless, if we consider it physically, at least two objections can be made:

- the "excitation" in one process approaches a certain value, hence
U-+Ub or (Ub-U)-++O,

- and apart from that, new effects may originate from the tendency of
the sudden increase of I, and they may be of great importance in that situation,
so that the further increase is slowed down to a certain extent.

Hence, the process 1-+00 may not even take place, but a situation when
the slightest change of excitation causes an extremely great change of I may
take place in the common effect of the "old" and "new" processes:

dI
--+00 when U -+ Ub,
dU

1(3.20b) I
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which is physical y more adequate than (3.20 a); when U -+ Ub the current may
ha ve the finite v.:zlue 1= lb'

2° - By applying the above to the avalanche breakdown, the breakdown
condition is obtained from (3.18 g):

(3.20c)

with both the conditions identical, which can be easily seen when using (3.18f)
- below. Thus, the breakdown criterion is finally:

(3.20 d) dy= I =

XNb

XNb Ja.du

J rxp e
Y .dy;

Xpb

XNb

J rxn dx=
Inka.

ka. -1 '

where the final expression is valid only for ka.= const.

By applying the above to the calculation of the minimum width of
SC (Apmtn) needed for the start of the avalanche breakdown (but not that of
Zener), according to (3.20d) and (3.17b) we have got the quantitative relation
Apb(Kb) in [21] and calculated Apmin~500A for Si and Ge, which agrees well
to the well-known fact that Zener's breakdown takes place at small widths of
about 400 A ([25] - 1960).

d. - Breakdownregime current

1° - Let us assume that ka. = rxp/rxn= cte is valid. Then (3.18f), (3.18g)
and other expressions become somewhat simpler, and the following expression
is obtained after a detailed analysis (in [21]):

(3.21 a)

Dnp DpN

J -- ~=!. LnpP
+ LpNNka.

.I'](U) (1 +Yga)

. ent2
ka. I-I'] (U)

where, by applying (3.17b), 'Jj (U) is:

XN

'Jj(U) = L exp[ (ka.-I) JrxndX]=' . . =
Xp1(3.21b) I

exp
[(:t4 .(ka.-1).272 ~b] C. b =~ U-bl eb2U3/4

ka. .exp[272(ka. -1)]
ka. '

and where 2'Jj(U) corresponds to the abrupt asymmetrical transition with the
constants:

(3.2Ic)
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Kb and Ub are the breakdown field and voltage which are obtained from (3.20d):

li}.2l d) I Kb2 =
2 eNUb

EEo

--

with

(3.2le) N. = ~ M N =EEo W* <)in
o

3
2 e2(A*)ZA '

The ratio Ygd is

(3.21f)

We see that the current is expressed through our basic parameters (W*, A *,
B and ~), technological parameters (N, T, . . .) and intrinsic properties (e, nt, ...).

2° - Let us analyse our expression (3.21 a) now, and compare it with
the results of the others.

By assuming that IXn,p is given (empirically) with the expression (Xn,p=
= Cn,p Kr Yul has obtained the expression:

(3.22a)

for the abrupt transition. We have put the above index ,,0", because IX",Kr
is really a zero approximation.

bn

Starting from the approximation IXn",e K, which might be somewhat more
correct but physically it cannot be justified either (see point b.), and after
neglecting some facts not quite in an adequate way, Armstrong obtained [42]

(3.22b)

with m = 0, 1/2 and 1 for P-I-N, linear and abrupt transition, respectively.
Both according to (3.22a) and according to (3.22b) the constants Cn,p, rand
bn cannot be adequately linked to the real parameters of the avalanche ioni-
zation (liCJ)o,W*, A* and similar).

Our expression (3.l7b) for IXA* is already partially checked*> (for strong
fields); the value x2~/A (~~0.02, A = 3, x< 10, K?:Ko) can be easily seen then

---

. *) We have got (3.21 d) on the basis of (3.17 b). Then Ub ~ 26.6 V is obtained for Ge
for N = 1016 cm-" while according to the experimental data Ub = 27 V! We have further
developed the idea of getting dependence Ub (N) in 146] for Ge, Si (and GaAs) and obtained
satisfactory agreement.

4 Publikacije
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not to exceed the value of about 0.7, so that it is possible to write approxi-
mately (for eZ~ 1 + z)

(3.22c)

where we introduced separate constants Bn, ~n' Kn and An * for electrons,
because B depends on Po i.e. on Wo from (3.15c) i.e. on the sorts of carriers
and materials, and we have left A to be ,.universal" (A = 3). In that way we
have obtained (3.21 b) for 213(V) where all the parameters are physically clear;
bl and b2 are either both positive (for Ge) or both negative (for Si). By
comparing 273(U) with 113(V) according to (3.22b) we see that:

- 13's are rapidly varying functions of V near Vb in both the cases,
- both the expressions contain the product in the form V-h, e/2 (U),
- but b/ s differ in magnitude and they may differ in sign, while the

functions fz (U) can differ very much.

The assumption rxn= rxp i.e. k", = 1 (used for instance in [43]) is very
rough, but if it is accepted, the result obtained is very interesting:

(3.22 d)

and it is possible to see from (3.21 b) and from (3.22d) that the following
expression is not obtained for Mn:

(3.22e) M
"-'

1
n,p

(U)
n

1- -
n,p

Ub

which has been used empirically by many authors. The expression (3.22e) cannot
be obtained from (3.22 b) either, but only from (3.22 a) and that exclusively
for rxn= rxp'

That the coefficients nn,p in (3.22e) are not constants is proved even
earlier in [17] - Vol. 1, pp 294 to 310 (Fig. 10).

For smaller reverse voltages, 13(V) is approximately Ilk", and '(gd accord-
ing to (3.21 f) .

(3.22f)

and then (3.21 a) transforms, roughly, in an expression obtained in [22] and
[32] for reverse polarization neglecting the avalanche effect, where oJ depends
upon V, only through (xN- xp) = Ap.

By developing 13k", into the series (13k",~I-Ip+ . . .) in [21], the more
correct expression for current CJ) is obtained. It enables the conclusion that
the influence of multiplication is negligeable for V:;;;;O.lVb, but for V=0.6
up to 0.8 of Vb this influence is considerable, and that happens far from the
actual breakdown.
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Chapter 4. - VERIFICATION OF RESULTS AND FURTHER ANALYSIS

The accuracy of the expressions derived: for the ctistribution of potential
rp(x), the temperature dependence of the width of space charge, the ionization
coefficient, the "recombination" function H and the expression (3.11 b) for
G(y), will be estimated.

Various methods, either those based on our experiments or experiments
from other authors or those based on our calculation or on data of other
authors, will be used.

In the further analysis we shall try to find out, whenever it is possible,
either the applicability of our results or the consequences.

4.1. - Estimation of the accuracy of the potential relation and its application

In Section 2.2 point c t~ expressions for potential function ~(x) were
derived and comments have been given, respectively. Now it is necessary to
make a qualitative or semi-qualitative estimation of the accuracy of these
results.

At the beginning the errors in those expressions similar to (2.21 e) and
(2.22) will be estimated and our expressions ~(x) will be compared with the
exact ones in relation to asymmetric abrupt transition (P>N).

The relation obtained in [23] has been taken for comparison, because a
precise calculation with a calculating machine was done.

4.1.1. - THE ESTIMATION OF ERROR

a. - General

The mean-value theorem (for integrals), will be used for the estimation
of the error, using the way like in [23] and the same symbols like in Section 2.2.

For an abrupt transition c;f u = c;f is valid and Zu2 = 0, so that the de-
nominator of the integral (2.21 c) can be written as

[ ]1/2- - ( h- )1/2 (1
tanh~u - iXl tanh~u

oc-3 + ... ). . . - -oc cos rpU/2 - 3 oc+ 12- 60

= -a (1

where F is a "residual" functional (IFf is smaller, or much smaller than one),
and the integral can be written as the definite one

(4.1 a)

(4.1 b) ( t h - -2)-1/2 dCl>f( -) ~ --1 I
an 'Pu - +

ex
d ;y = f( ;;;),.IX =IX . --~ IX

12 '
.;;:

""

4.
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where q1u is the "asymptotic" v.due of potential for P-or N-region, <Xc= q1u-q1c;

F= F(;;'I), <XI= Cte and its value is b~~tween I:I.c and <x. Our expression (2.22)

is approximate (it was assumed that F = 0). Let us assume that (2.22) is exact

for <1>(~) = :::!:::
x-;xc so that*) it is:
ADi

<x= ~+ a<x, <1>(~) = <1>(~ + a~)= <1>(~) + a<1> = y! 1 + F<1>(~)~( 1 + ;)<1>(~)

I (4.lc) I - - -
.'.a<1>=F<1>(~)~d~a~ or la~I~

I

~
I

'

<I>~<x),

z d<x 2 1/(<x)I

and it is necessary that the error is smaller than Ia~I for;;' in the interval(~c, 0).
This general expression is not derived in [23], and from (4.1 c) one can

find that it is <x In
<Xcfor 1<1>Illfl if expanding cosh ~ one stops at square term
<X

(then it is f(;;') = 1I~).
The estimation for the largest values for WI and I<1>IIIf I was made in [21]

so that taking this into account and expression (4.1 c) the error and the biggest
value for I~cI are:

I(4.1 d) I I"
_

I,;:: 1 tanh ~u I I- 14 .<x
""

<XcI ..
80.e I;;'cI<(I~~ l.e~80 )1/4

Itanh 't'u I
Using our notation for expression in [23] one can get that it is Ia~ I<
< 1 ta~~~uII~c12, which means that for the same interval I~cIthe relations (2.22)

will have a (3[ ~c12/40) times smaller error from the respective "exponential"

relationship (~"""exp -;X ). That means that our expression will be more accu-
ADi

rate up to the value I;;'cl =y!40/3=3.65 i.e. that the interval !~cl using our
expression will be larger until the tolerated error is fulfilling the following
condition:

(4.1 e) - 20 -
Ia<x I< -I tanh q1u I.

ge

One can conclude from the above that our relations are practically always
more accurate and that the interval, in comparison to the expression given in
[23], is extended for

1

:
1

_
1

:
1 = (I~~180e )1/4_ ( lo~i6e )1/2.

<Joc(2.22) <Joc[23]
I h - I 1

-
1

'tan 't'u tanh 't'u
(4.1 f)

for instance, if
I

~~
- [

=10%, it is (2,17-1,27)~1.
, tanh't' ,

We are going to use those results on some abrupt transitions.

---. *) Minus sign is related to the N-region (x?O) and plus to p.region (x~O); the same
IS valid in (4.1 a).
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b. - poI Transition

We are not going to discuss the distribution of potential in I-region
(x>O), because it can be expressed with an elementary function (in equation
2.2Ic, Zu2=0, ~u=~[=O and 0=0[=0).

For P-region of an P-I transition I;cl is smaller than (~O_~p) so that
from TB.d for N = 0 = ~N one can get easily

~o=
2ni(cosh~p-l)+<ppP

,'.I;cl~l~ol =~o_~p=_c.osh~p=-1
P smh (-<pp)

and the largest error in the whole P-region (that means on the edge of the
transition) is equal, using equation (4.1 d):

(4.2a)

la~l~ 'tanhipll~oI4= (COS~p-_!L_-==Y(~p):S;:~=0,46%.
80e 80ecosh<pp Isinh<pp 13

.
80e

One can show that the function Y('ti~) has no extremes and that it grows
monotonously, approaching (assymptoticaIly) the above value, when Pin; and I~pI
is approaching infinity - i.e. descriptively: for strongly doped P-region. Using
[23] one can see that the error would be about 6,1%.

We should remark that the analysis leading towards the relation of type
(3.2b), has not been done in [23] and as far as we know nowhere else.

I(4.2b) I

c. - Symmetrical abrupt P-N transition

- - N -Now 'tiN= -'tiP = sinh-1 - and the biggest value for IIXc I is 'tiN so that2nj
for the whole transition the largest error will be like in T4.1, depending on the
doping level Nln;. This fact, once again confirms what was said in section a:

Ia~I= I (~) lor the whole symmetrical transition T 4.1

N/nj
~__15;~~_~-_~~_~~l~~~_lu~~J

10 138.45*)

I

57.8

.

.N -,;"h-, ,:,
I

';: I
0.05

I

0.13 0.483 I.78'1-;:3~ 1--;.65-
-

~,

~OO,,":;N
-

'.89
i~_1

12~ ~4~
946-" 1-;-00

-I.'""
-.

--~~~~/~j---I
~10u811.5'1O~7!1.7.1O~5!0.011-~'~1 81

J~~
ref. [23]

i
1.5 10u4 7.7.10~411.3.10-2

,

1

0.64118.5 32.4
[

I

81
I 100

I I : i
*) For this value the errors found, using [23] and (4.1 d), are equal. The other

values different from decade units are taken for comparison from [23].
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- our approximation is far better than the "exponential" one for
"reasonable" values of errors;

- for higher doping levels (higher than 10), even our approximation
cannot cover ~'s for the whole region of transition - in the neighbourhood
of x = 0 there exists another distribution of potential.

d. - Asymmetrical P-N transition

P sinhl~plLet us assume that the degree of asymmetry Y= N =~
hl

_
I

(P>N),
sm Cj)N

is much bigger than 1, because if not, the situation is very similar to sym-
metrical transition which already has been analyzed. Besides that, let us

assume that the doping level ot N-region is much higher than 1 (~ >
N

?> 1),
ni ni

because in the opposite situation it would behave almost like I-space (see
section b). The general expression for 1;'° I is from TB.d:

1

-0
1 -

-0_- _cosh<pp-cosh~N+sinh~N(<PN-~P)- (- - )1X -- cP cPP - . - . - Z CPN, cPp .
smh Cj)N-smh Cj)p

(4.3 a)

1° - In the P-region it would be useful to estimate the largest value
for 1;'°[. It was shown in [21] that this function has no extremes in the proper
sense, which is physically clear, but for ~N the condition ~ = 0 could be ful-

oCj)p

filled in interval between 1 and 1.91 which means that there z (I~p j) is not a
monotonic function. Meanwhile, for bigger y's, l1XoI==z is tending towards 1
not depending*) on the doping level in N-region (only ~N~ -~p must hold),
which one can see easily from expression (4.3 a).

From all this, one can conclude that
- N -

- for CPNo(1.91 i.e. for -<6.6 for any degree of asymmetry, ]1XO[is
ni

not larger than 1.91, so that by expression (4.1 d) is

la-I~
Itanh~pl ( 191 )4«1.91)4

""'60/'1X ~
80e' 80e

~
/0'I(4.3 b)l

in the whole P-region (using [23] the error would be even 22%);

- the largest error, for the whole P-region and any y's,
levels being higher than 6.6 (~N> 1.91), would be

la-[< Itanh~pl
l
- [41X

80e CPN,

the doping

(4. 3 c)

while for a strong asymmetry (y?> 1) it would be only:

(4.3 c')

*) We can note that, as far as we know, nobody has mentioned this conclusion before.
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To compare this with the results from [23] let us assume that I~'; 1= 10%
and then ;0

= 2, I6 ~ 2. That means that for r = 1 one can go up until the
doping level reaches N

~ 10(or for
N

~ 10 with any r ). But using the assum-
nj nj

ption made at the beginning of this section, one can suppose that approximately

(4.3e)

especially because we are interested now in region l~pl>~N>2. In [21] it was
shown that between the smallest degree of asymmetry rm (for the error of

10%) and doping of N-region
N ~e;N there is an approximate relation which
n.

could be written like: '
Ym+3

N
exp

--z

-~-- or rm=lnrm+2~N-3.
nj VYm'

One can see that rm depends on the doping level too, and increases with

qJN' so that the statement made in [23], which says that the exponential
approximation is valid for the whole P-region when P> 10 (with 10% error)

N
is not true even for our more exact approximation. From (4.3f) it follows

that the above is correct only for 2qJN=1O-2.3+3=1O.7 or for N:S;:200.
nj

2° -- In N-region our approximation need not be valid near the transi-
tion (about x~O; range II in Figure 2.3 b), as it was said in point c. - Sec-
tion 2.2. So the space beginning with X>Xi - regions III and IV in Figure
2.3 b is interesting here and, also the question of the magnitude of the error
I~~I for X~Xi or X:S;:Xi (when ~c~O or ~c<O). Now ~CO=~N-~C~~N and
~U=~N; using this and equation (4.1d) one can easily make the analysis. The
numerical values are the same as in T 4.1 but they are not valid for the whole
N-region but only up to X~Xi i.e. for O:S;:~:S;:~N' It is even better not to
connect the quantity Njni with the largest ~c for the given error.

e. - The conclusion could be that our approximation (2.22) always gives
better results than the usual "exponential" one, covering practically the whole
P-region of asymmetrical P-N transitions, with the error less than 10% for
r> 10 and Njni:S;:200, and it is almost exact (0.46%) for the same region of
P-I transition. Roughly, I~~I is smaller than 15% for j;cl:S;:2-:-3.

Taking into account the approximative relations

I (4.3~U

-4-= Cj +In I~I and I~I = Cz +Inp or I~I = C3+1nn,
Am

where nand p are the respective concentrations of carriers and x is
tance, one can see that

(4.4 b) ~=~ and Ed=I~;I=lanl,
A'm CI. P n

so that l~xl can be even smaller than I~;I, while I~~I is the relative error for
carrier concentrations.

(4.4 a)

the dis-
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4.1.2. Calculation of variation ~(x) for some cases; its application to Xi

a. - General

In [23] the exact variations of ~(x) were given by using the dab obtained
with electronic cal.::ulating machine ("STRELA"), for several cases (A, Band C
as given in T 2.1).

b. - The treatment

- At the beginning we calculated the relation ~= ~IV(x'), using the data
given in T 2.1 for all three cases and our expression (2.22) (the potentials have
indexes IV). The constant Cz' was calculated temporarily from the condition

~IV= 0 for x' = 0, and then matching point cPmawas chosen in such a way
that cpIV(X') is identical with the exact value ~(x) which was calculated in [23]
and then the "translation" was done to the "real" values of x:

(4.5a) x=x-aADi

and the matching for cases A, Band C was done for

(4.5b) ~ma = -0.87; 1.3 and 8.61 so that a= 2.45; 0.75 and 3.28.10-4

respectively.

- For region II the approximations from TB.b were used where the
potentials were marked with indexes II and IIe, respectively.

- Besides that, we wanted to examine the exactness of the approximation
of integral in (2.21 c) for region II with an elliptic integral using TB.c
(index "el").

All the variations of ~(x) for the region II start from the point cpO==cp (0),
because this potential is exactly known (see TB.d and T 2.1).

For P-region the relations cp(x) were not calculated, be:;ause we havt:: shown
already (Section 4.1.1) that our approximation was quite exact*).

c. - Results and conclusions

The relations ~(x) for the cases A, Band C were calculated in [21] for
more than 20 points (the calculations were done by M. Smiljanic - Institute of
Physics, Beograd).

We are not giving the numerical data here because they are too extensive,
so we have shown them as diagrams in Figures 4.1 a, band c. The symbols
are the same as in points band c.

- full line ("computer") - exact data obtained from [23];

- Sh-so called Shockley approximation or the "space charge" apprOXi-
mation- cp(x) is then a parabola (see Sec. 2.2c).

The analysis of the dependences in Figure 4.1 gives the following con-
clusions:

*) One can see from T 2.1 that I;'c I ~ I;'0 Io:=~o-~p is equal to unity for all three cases,
which confirms our statement formulated in sec. 4.1.1 (that ;'°-+1 for y~l) once again.
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1° - Our expression (2.22) can approximate the variation of ~(x) in
an excellent way in almost the whole region for a small doping level of N-region
Figure (4.1) - for a value of x which is much smaller than Xi that means
even out of the intermediate region, and not depending on the fact that the

degree of asymmetry y =
P is big. This is in quantitative agreement with the
N

analysis of errors made in Section 4.1.1., where one can see from (4.1 d) that
it is Ia~ I= Ia~ I"-'tanh

~N'

z
A..

---;- computer

---0-- 't;lt N=~)

-D- ~

Fig. 4.1a. - Dependences ~(x) for the case A;

The rest of our approximations: ~e and ~el' except ~II'
factory in their regions - for O~X<Xi . Disagreement in the

2
can be explained as a conse,quence of choosing incorrect values for tp-l(for all
cases we have taken ~l = -~N)'

2° - For the "medium" doping levels (Fig. 4.1 b) one can use the
conclusion from 10, but with a bit weaker note.

3° - The results from Fig. 4.1 c, which represents the high doping level
of N-region, show that ~IV is ,still a good approximation for Its region - for

~c=~N-ic about 2-3, and that iII is the best dependence in region II, (now
the choice v= 1 is almost not important); here one should take a special appro-
ximation for region III.

4° - All our relations for ~II' tp~v, ~ne and ~el give far better approxi-
mations than the "parabolic" one (Sh - Fig. 3.1) and they are nearer to the

exact variation, even taking into account the ratio
N

and a big disagreement
. ni

for the case C. The advantage is that they have analytical character which was
emphasized previously (in section 2.2 b).

5° - Our relations could be improved, for instance with a better choice
of parameters (tpl, v, tpc etc.), better choice of a "residual" function F(rx) in

are quite satis-

variation of in
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(4.1 a) and similar. This problem will not be analysed further, here; it could be
the subject for a separate study.

if
.2

",;tI
-.-------.

.0

.:.0..1-

- c.omputer

-~- ¥;t .()!=4j

--iJ--- .~
:.. ';IY

,- '1.t

Fig. 4.1 b. - Dependences ~(x) for the case B;

O.Q50 0.015 ~
Am

-5

- computer

--0-- ¥n. (1=1)

-a- V;1

-*-- ::r..

Fig. 4.1 c. - Dependences ~(x) for the case C.

6° - The application on calculating the point of inversion Xi given in
Section 2.2c leads towards the results*) given in T 2.1. The last line in T 2.1
(Xi) relates to the exact values for Xi; the values which are the nearest to those
are denoted by bald face fugures. On this basis we made a gradation of ap-
proximations for Xi in T 4.2. For the best agreement the error is not larger
than about 15% for all cases. The "Elliptic" approximation ("el") and Shock-
ley CXi) ones are not included in T 4.2 because they give the biggest disag-
reement (even bigger -45% and 224%).

*) Detailed calculation has been done in the Institute of Physics, Beograd, by M. Smiljanic.
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The order of relations for Xi'
by accuracy - T 4.2

c Th b t
I

A bOt B d

Using the above one can make the following conclusion:

- For "A" and "B" cases a better approximation will be that with

"connection", because ~c<O, and that is quite well confirmed by the results
from T 2.1 and T 4.2. The fact that (IVe) is better than (IV) one can explain
with a too free choice of parameters 'PI('PI= -'PN) in TB. (see point 1° too).

- For case "A" where there is a small doping level of N-region and
even B, relatively big departures happen, which are obtained using the best
expression TB.e, since the relation for 'Pc gives too large absolute values, (for
A it is ~c = -46 which one can see in T 2.1). In this direction this treatment
could be improved. It is obviously better to take at least Iri° I instead ~c for

l~cl>lcpol.
- The tables T 4.2 and T 2.1 show that the "direct" method (II) is

better for case "C" where there is a high doping level. Even method (IV) is
not inaccurate, which can be explained by the fact that the choice ~I = -~N is
now adequate (see ~II in Figure 4.1 c).

The general conclusion could be, that one can calculate far more accura-
tely the point of inversion by XiIV and xiIVe, i.e. using our relations (the error
is less than 15%), than using the "classical" relation for °Xi (last one in TB.e)
based on the "space charge" approximation.

4.2. - The temperature dependence of the space charge region width

In Section 2.4 we obtained interesting results, with t1;\e theoretical treat-
ment, that the dependence Xp,N (T) and Ap (T) have maximum values for a
temperature eNU, graded and abrupt tIansition. These results are shown in
Fig. 2.4.

Aiming at the verification of these results we have made the experimental
studies on the following bases:

- the lowest temperature which one can obtain in our laboratory*) is
that of liquid nitrogen (~77°K);

- this means that the transitions should be abrupt and with the concen-
tration of impurity as high as possible (see T 2.2);

- for this puprose, the best technique is alloying, which is the easiest
to make in germanium.

*) Laboratory for Semiconductors, Electrotechnical Faculty - Beograd, and Laboratory
of Institute of Physics, Beograd.
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a. - The preparation of specimens. Measurements were carried out us ing
the following P-N junctions:

(AD) - emitter's junction of a germanium transition which was made in
IHTMI*> with alloy-diffused technique.

(Z) - Zener silicon diodes, produced in EI-Nis, with the breakdown
voltage~ 20 V.

(S) - Diodes specially made
for this purpose*>.

The last type (S) of transi-
tion was made, with alloying pro-
cedure, on N type Ge. The room
temperature resistivity was about
0.0 1 Q cm (N ~ 2. 1017cm-3). The
junctions were mounted on the
standard headers and sealed with
a proper resin to protect them
from moisture (see Fig. 4.2).

We have chosen 5-6 speci-
mens, from several dozen of all
types, which have shown the smal-
lest influence of the surface phe-
nomenon, which was checked on
a Tektronix 575 U-I tracer.

b. - The measuring method. A very well known and accurate resonance
method has been chosen, as shown in Fig. 4.3. The elements were as follows:

- (S.G.) - High fre-
quency generator (Orion 1163).

- (T) - High frequency
transfomer with a resonant cir-
cuit in secondary.

- (Cs) - a standard va-
riable capacitor (Philips, 60-
-360 pF and a lEV MA 2400
box x lOO, x 1000 and x
10000 pF),

- (T.V.) -'- a tube volt-
meter (lEV MA 3000),

- (P) - potentiometer for regulation of a DC bias for (D).
We have adjusted the oscillator circuit to be in resonance without diode,

then connecting a diode the capacitance became bigger for C. Then one had to
decrease the capacitance of Cs for the same amount without changing the fre-
quency to obtain the resonance again which could be observed with an elec-
tronic voltmeter (T.V.).

To obtain a Q-factor big enough the resonant frequency had to be lower
than 100-200 kHz, because the capacitance of transitions was several hund-

Fig. 4.2. - Photography of some specimen (S, Z,
and AD) prepared for measurement.

811
T

Fig. 4.3. - Circuit diagram for diode (D) capacity
measurement.

*) Institute for Chemical, Technology and Metallurgy investigations - Beograd, La-
boratory for Semiconductors and special materials. The junstions were made by Ing. D. Dor-
devi6.
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reds pF for Urev= -0.1 V. The capacitance of all diodes was measured for so
small reverse voltage (0.1 V), because then the changes of temperature of XNP
were higher as follows from eqn. (2.31 b). Really, for an abrupt transition
do (XN,P) = 0 and

, ~N-tanhtjlN. (~+Wgu ) ~1+1JN~Sinh-l1JNu- (~+Wgu )
XNU=

dXNU
-

2 2 =... = F2 2 2

dkT -
dtjlN/dxN XNU'

f(4.6a)
I F2-

. dtjlN xNu.N .
°smce -= , usmg (2.31) and (2.17b) with aW[=0.From(4.6a). dXN F2(4nw2+N2)lj2

one can see that x~u depends on U mostly thoughout the numerator XNU,
which could be seen even better if one assumes that Y)NU?>1 (this is surely
true for U = Urev):

(4.6 b) X~U {':;jp2 1.sinh-11JNu-(32 Wgu)/3.
=XNU

=F2
In21JNu-(3+Wgu)/2 =F2In[N/A(ekT)3j2].

XNU XNU

When U increases - decreasing IUrev I, X~u increases its

similar to ~"-'(UD-U')-lj2 for T= Cle.
XNU

Diodes were not directly polarized, because a diffusion capacitance, which
is more difficult to remove, would exist then.

The transition capacitance of the specimens was measured at four tempe-
ratures in a cryo-apparatus at about:

77°K - in liquid nitrogen,
195°K - dry ice CO2 in acetone,

295°K - at room temperature and
3700K - about 95°C in a thermostate furnace (or 335 and 350oK, see

T 4.3 too).

absolute values

We need not verify the accuracy of the measurements because it was
higher than necessary.

c. - Results. The measured values of the junction capacitances are given
in T 4.3 as a function of temperature (for symbols S, Z and AD see the
previous text). Special attention was paid to S - specimens, which were divided
into ithree groups I, II and III with similar variations of C (amb)/C (T)
[C (amb)- capacitance at 295°K]. The dependence C (T) for every specimen was
measured for each temperature twice during decreasing and increasing T, so
that the values in T 4.3 are average values (the dispersion was small-about 1°/00
for all T, except for 3700K where it was smaller than 2%). Only diode Z II
had abnormal behavior; its capacitance decreased with increasing T; it is
obvious that temperature T was not low enough so that xNU became



~The
77 195 295 370 *)

specimen

S I 761 831 927 1140
SII 635 697 777 945

SIll 801 881 977 1180

- - -
Z I 155 178 220 245
ZII 99 66 60 54

ZIII 175 190 225 250

- - -
AD 11 15 30 69

*) For Z I and AD -335°K, but for
Z III -350oK.
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with additional investigations it was shown that Z II had a pinch-
effect, so that its behaviour was not studied more.

Because all transitions are abrupt
and very asymmetrical (P~N, Ap~XN)
one can write, using a known axpression
for C(XN) (see for instance [15]):

(4.6b) C(T)=e:(T) e:o~~e:e:o ~:.
Ap (T) XNU

Ap(T)
~

xNu(T)
~

C(amb)
"-y(T),

Ap(amb) xNU(amb) C(T)

where room temperature values were
taken as standard ones, ("amb"- 295°K)
and where we assumed that the changes
of e:(T) were neglectingly small
(for (x.= 'i3e:/e:'i3Tare given values of
order 2. 10-4 I rK-[27], while from

T 4.3 one can see that I(Xc I=
a C

is at
caT

least of order 10-3 IrK).
we calculated y (T)"'XNU (T) and the results are

I

I '
Pinch-throuh
effect observed
I

'I I

I I
,

:

1 1

I I, I

I I
I I, 1
I

"
I

,AD Clamb!=30pF

I
I,
I
I
1

Z11I'
1
1
1
1
I
SIll
511
51

370- T (OK]

Fig. 4.4. - Dependences xnu(T)~y(T) according to (4.6c)
and data from T 4.3. The scale for AD is on the right.

positive;
-through

C (T) dependence of junctions [pF] T4.3

Using the data from T 4.3
given in Fig. 4.4.

I-,
511'
51

1.2 5111,,
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scaLe,,

1.1

0.9

0.8
77 195 295

Only
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AD"
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d. - The conclusion is as follows:

- the variations of XN (T) are qualitatively in agreement with theoretical
consideration, XN increases as T decreases, but more and more slowly. The
maximum (XNumax' see also Fig. 2.4 on the right), could not be obtained
with our measurements, since judging by (2.31 g) and T 2.2 the maximum is
for 0NU~0~u which should be ~ 77/21 and 96/21 i.e. below 3.6 and 4.5°K
(21 = 1002/3), because in all specimens*) N~2. 1017cm-3. However a tendency
towards maximum is obvious.

- using (4.6 b) and F2 from (4.6 a) one can approximately write
,

-
2c:c:0 I N

-
2

C (T) I
N

XNU- n --- n
e2N XNU A (e kT)3/2 S e2N A (e kT)3/2'

. IX'Nul -
I

~
I

'= I '
1

",
11

A(ekT)3/2

1

**) ( , , JC:C:o)"xNU(amb) dkT
y n

N '
XNU

N'

where one can obtain XNU and C(T) using (2.17b) and (4.6 c), respectively.

Then one can see that with increasing N the slope Iy' I or Ix~ul will decrease
for T>0NU (for U and T= Cte). Our measurements show this and the agree-
ment is not only qualitative but semi-qualitative too: the data from Figure 4.4
(say for 295°K) give

(4.6e)

(4.6 d)

y' ZI
~

2.1.10-3
= 1.2

Y'SI 1.75.10-3

while with (4.6d) this ratio is 7.56/6.5= 1.17, which is greater than one. This
is in agreement with Nz<Ns too (A's are not very different for Ge and Si;
using the equation 2.31 g, they are 75. 1020and 60. 1020cm-3/eV3/2 respectively).
One can obtain the same for (AD)-(S) but here it is not possible to make
a quantitative comparison using (4.6 d) since AD is a diffusion transition

(With an "opposite" gradient: :< 0) and (4.6 d) is not valid even approxima-

tively.
One can consider this effect experimentally almost proved: Ap (T) in Figu-

re 4.4 shows a clear tendency towards a maximum with decreasing T. It is
possible to say that we have not used a very low temperature here, but later
we have proved this effect directly (in [44]), as was said in Chapter 2, not
only for Si and Ge transitions but for GaAs transitions too.

4.3. The verification of the relations for ionization coefficients

In Section 3.2b, using the theoretical observations of other authors, we
obtained the relation (3.17b) for ionization coefficient IX(preferably y=IXA*)
and we have applied it on the phenomena in P-N transitions. Now one should
verify its quantitative side which will be done here for Ge and Si, although
this treatment can be used for other materials too.

*) According to [28] for Si the breakdown voltage Ub is 20 V which corresponds to
N,,><6.10'6sm -3. Measuring Ub (on the tracer) of our "AD" and

"S"
transition one can obtain

6V and 4.5 V, respectively, which gives, by [28], N=1016 and 1017 cm-3, respectively.
A (ekT)3/2

**) More exact calculation [21] yields Iy'l ~ In
. J

.
vPN
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4.3.1. - The applied procedure
a. - Introduction

One shauld knaw the fallawing parameters to. be able to. find aut quan-
titative ianizatian coefficient as a functian af the field K, far every type af
'carriers and far a particular semicanductar:

A - a dimensianless canstant independent af the type af materials and
carriers (A = 3),

B - is almast the same like A, but it should depend an the prabability
af ianizatian i.e. type af material and carriers. This cauld be faund using
(3.17 a), (3.15a and c) and (3.14b). .

W* and IiWo - the ianizatian threshald af the atam and the energy af

aptical phanans, ar parameter IjJ= k~~, (k~ = Co);
cow*

A * = AD
- the characteristic length.

kx
W* and A * are parameters which depend an the type af carriers and

materials; IiWo depends only an the material type.
We shauld nate that ane shauld knaw the parameters liwo and W* sepa-

rately because they take part nat anly in IjJ= liwo/W* but also. in x =
w* .

ekA*

b. Method of calculatingthe parameters

Taking into. accaunt the experimental functian IXt(K) far a particular
material and the type af carriers, the ideal treatment wauld be to. change all
four parameters, using a camputer, and to. try to. find an aptimal fitting with
the functian (3 .17 b). Hawever the parameters IiWo and B have been experimen-
tally abtained, althaugh the variaus authars give different values far them (see
T 4.4) so. that the methad mentianed cauld anly be farmally carrect.

Because af that, we have praceeded as fallaws:
1° - One can assume the parameters B and Ii wo;

2° - One can calculate W* and A * fram two. sets af values (lXI' KI)
and (IXZ'Kz) far IXand K abtained fram a knawn curve IXt(K) and Qur equa-
tian (3.17b). The calculatian cannat be analytical, because the equatians are
transcendental and we abtain, aur salutians using a graphical methad drawing
W* as a functian af A*, using (3.17b), with parameters 1Xl>Kl> Band liwo
and IXZ'Kz, Band liwo (the salutian far the right values af W* and A* is
abviausly at the intersectian af two. curves*).

3° - With the abave abtained values far the parameters, we have drawn
a curve IXr (K) which is compared then with a knawn one (IXt); if the agree-
ment was nat satisfactary (althaugh IXr and IXt must cut each other at two.
paints), we repeated the whole process for another set of parameters.

c. - We cauld nat verify the exactness af such a pracedure so. that results
abtained are mare semiquantitative than quantitative, since even the "exact"
dependences IXt(K) are nat. very raliable.
-~--

*) Sometimes we have used an exact diagram from [39] instead of (3.17b) but then
we had to use a graphical solution for obtaining the corresponding values W*-).*. A. Mutav-
diic helped us in performing this calculation (Electrotechnical Faculty - Beograd).
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4.3.2. - The results and the comments

a. - The starting data are adopted from the literature whose values are
given in T4.4. One should remark, once again, that those data are not quite
exact, but they may be regarded as starting values. Some authors obtained
those data finding the best fitting between the experimental results and the
theory.

The source data for parameters and IXt(K)

For material and the carriers2)

What I) Germanium Silicon

n P

100 70

n P

10070

130

1.5
I
I
,

1.5

160 - 200 - 260
I
I

3.5 1.5 3.5

W* leV]

nCi)oleV]

25.10 - 3

36.2.10-3

1.5 - 2.3 - 3.5
51.5.10-3

~.~

IXt (K) B. Vul et al. [25].

0.1

S. Miller [28] - 1957
Figure 3.

T 4.4

Using:
(remark)

[28] - 1957.

[28] - 1955.

[40]

[28] - 1957.

[28] - 1955.

[40]

[31] - 1958.

(80 = 4200 K)

[33], (80 = 12000 K)

see Fig. 4.5 too

I) For the symbols and the names see the previous section (4.3.1) to:1.
2)

"n" for electrons; "p" for holes.

b. - The calculation and results

Using the mentioned data, and the treatment from section 4.3.1 b, in [21]
we have made a calculation for four cases: n-Ge, p-Ge, n-Si and p-Si.

We used such a method that at the beginning, procedure (I) was followed,
using the data underlined in T4.4 and B = 0.4. In procedure (II) and (III), we
assumed two parameters (B and n(i)o) and the other two were calculated (A *
and W*, see paragraph 2° in Section 4.3.1b); the actual calculation for the last two
parameters will not be given here, because it is a long procedure, but not
very important.

c. - The comment and the conclusion

10 - Comparing results with the exact ones [lXt (K)] in Figure 4.5 one can
easily see that the best agreement can be obtained:

- for electrons in germanium using procedure (I), i.e. taking parameters
from the literature (see T4.4 too) and taking B = 0.4, but not our calculation
procedure (II) and (III). One can explain this that the movement of electrons
is the best known and treated of aU carriers, and from aU materials germanium

5 PUbIikacije
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is the best known too, so that the exactness of the data given in T4.4 is large
just in this case.

- For holes in germanium - using method (HI). This confirms once
again our remark that B cannot be the same for electrons and holes.

- For electron in Si - using method (III). This shows that B must
depend on the type of material, and also A * which is not taken into consi-
deration in the literature. Besides that, it seems that even the value liwo=
=51.5 1O-3eV(0opt-6000K) is not correct for Si (it is taken from [31]), and
that a better one is about 0.1 eV.

- For the holes in Si the best agreement is obtained using method (III),
and the comment may be the same as for n-Si.

In T4.5 we took parameter values which give the best agreement. The
symbols are as before.

We should emphasize that we in-
T4.5 volved two more parameters B and "Uni-

versal" A, besides obtaining more accu-
rate values for parameters A *, W* and
IiWo. In connection with the above,
relating B's and A with the basic quanti-
ties one could make a better analysis and
discussion, which will be done elsewhere.

From the diagrams of figure 4.5
where function ex-rCK)were drawn using
(3.17b) for parameters given in T4.5,
one can see the following:

- the agreement is better for larger
K although it is quite good even for
decade lower values of oc:

- it is difficult to give an exact quantitative verification of our relation
(3.17b) with parameters from T4.5, but one can easily see that it does not give
worse results than the methods which have been used up to date (for instance
[40], [28], [39] etc.), although it is much simpler and has the advantage that
it has an analytical character;

- one can see, comparing ocr-the empirical relation (3.22a) (this is not
given in figure 4.5) that the agreement between the real dependences oct and
ours is very bad especially for higher K where a mild "saturation" should exist.
That is quite logical because (3.22a) is not justified conceptionally-physicalIy.
[f one tried to find the relations in the shape of power function it is better
to try to find them in the types of relation like (3.22c) which are the consequence
of physically correct relations of type (3.17b).

3° - The application of our relation could be the following:

- obtaining the above mentioned simple but physically adequate rela-
tion oc'"'-'Kr,

- deriving the quantitative relation for factors of multiplication Mn and
Mp (using eqn. 3.18g),

- the application of all the above mentioned on the limiting regimes
(as in Section 3.2d): function O~(U) using (3.22a), 2~(U) using (3.2Ib) and
similar.

The Optimal Parameters
-----------

I

Materials

Parameter Ge I Si

I nip I nip
---~[A] 7OT~~

1

120-

W* [eVI 1.5 13:"5
--u-

35

-~ 0:41 ~D.65

\

0.96 \- 0.29

n(,}o[eVI 36.2.10-3 0.1

A 3
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We are not going here to consider the applications, because that is out-
side the scope of this work. However, the previously mentioned verification is
satisfactory, so all the conclusions and considerations from Section 3.2 remain valid.

However, one should remark that we have already considered the application
of our relations (3.17b) and (3.22c) in Sec. 3.2d p:uagraph 1°. Deriving (from

S/~ Ge
700 200 -

300 KfkVlcm] Ge
I

0(

[em-i]
~

t

400 500 600 K [kV/em] Si

Fig. 4.5. - Ionization coeficients in dependence on the field:

- full lines - (Xt (K) according to T 4.4,

- points (x, ~, 0 and 8) without lines - according to T 4.5 and our relation (3.17b).

5*
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the mentioned relations) the relation (3.2Id) for the breakdown field Kb and
taking the parameters just from T4.5, for n-Ge we obtained an excellent agree-
ment of calculated and experimental values (Ub= 26.6 V to 27 V): better than
1.5% for the breakdown voltage*).

4.4. - Comparison and checking of n (IX*) and G(y) dependences

4.4.1. - Comparison of "recombination" integrals Ij and 13

a. - General. In Section 3.l.a it was shown that instead of integral 13(IX)
defined in [22] one should put our integral Ij (IX*) defined with (3.2c),
into the relations for the recombination part of currents. For the case of an
abrupt and very asymmetrical transition, which has not been treated in [22],
we succeded in expressing Ij using tabulated function - the expression (3.5b). It
is useful to know the derivative It of these integrals given with (3.5d).

b. - The results of the calculation are given in [21] while the diagrams
10 figure 4.6 are used for making the comparison.

..

.'

-->
-"

.

.
- ---_..

.,.

0.1

o
OJ 2 6 8 10 20
Fig. 4.6. - Graphic representation of "recombination" integrals Ij and their

derivatives I;' ~dI3IdlX.* (b). For the signs (a, b, ...) see the text.
~

*) Although such a good agreement cannot be just a coincidence, one should not
conclude that we have a pretension for the absolute quantitative accuracy of our relations.
This question will be considered somewhere else (see for instance [46]).
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The symbols are the following for both Figures: I; and I;'.

1° - Symmetrical linear graded transition:
(a) - according to [22] (Q(*-Ht and 1;-+/3);

(b) and (c) - using (3.4b and c): series expansion near a=O and a=2.095;
(d) - graphical integration (this was done by M. Smiljanic and D. Slavic).

2° - Extremely asymmetrical abrupt transition:
(e) - according to (3.5b) and (3.5d);
(f) - graphical integration (M. S. and D. S. have
(g) - like (e), but with <1>1,2,3,4= 1, so that it is

~ (_l)n-'
=0.4919 and I;(Q(*)~

0.418
(
Q(*=eUD-eu' +8Wl ).

f (2 n-l)'/2 (a.*)'/2 ' 2 2

done this).

LJ4.7) i

- d 13*
tdoc*

0.15 -

2 6 8 10 20 J>o

ex'"

o

bJ
Fig. 4.6. b

3° - Exceptionally the symbol (a) in Figure 4.6 b shows the results
which we have obtained with the graphical method from the curve (a) in Fi-

gure 4.6a, since dI3 has not been calculated in [22].
da.
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c. - The CJmment

1°. - For a symmetrical graded transition

- one can see an important departure of dependences (a) according to
[22] from exact ones-(d), and not only for a high injection level (oc*~ 1) but
also for .,medium" one where the disagreement is even 30%;

- the dependences (a) and (d) coincide only for oc*;?25, i.e. for very low
levels;

- our approximate relations (3.4b) - curve (b) and (3.4c) - curve (c)
are in a good agreement*) with the exact one - (d) in their regions: oc*~ 1
and for oc* between 1 and 3, respectively.

2°. - We cannot compare the results, for an asymmetrical abrupt tran-
sition, with the results from the other authors because, as far as we know,
there are none, but we can say

- that our expressions (3.5c) and (3.5d) are quite axact**), because they
are in agreement with the results of the graphical integration - with curve (f),

- that one can use even the approximate relation (4.7) for higher injec-
tion levels: for oc*;?0.8 the error is smaller than 10%, while for oc*> 4 it is
very small.

30. - The General Conclusion would be that our results: analytical, cal-
culated and graphical, could be reliably used for quantitative analysis of the
respective processes in the space charge region of P-N transitions.

4.4.2. - The verification of the validity of the relation (3.11 b) for G (y)

a. - The method of verification of the relation (3 .11 b) derived for a
limiting regime in transition, which gives an approximate solution of the dif-
ferential equation (3.10 b), is based here on the comparison of the numerical
results obtained from relation G (y) with more exact dependences obtained in some
other way.

Although this method is not general, as for instance that used in Section
4.1.1, it could be accepted for a rough estimation of the quality of the expres-
sion (3.11 b) connected to the departure of the regime from a currentless state***)
(with a parameter A which is different from zero).

Among the exact dependences we know only one, that from [34]; that
is relation G (y) obtained with numerical integration for a case of direct re-
combination (and many values of parameter A between + 50 and -50): the
recombination parameters in equations (3.l0c) or (3.ge) being a=O and c= 1.

The ratio of mobilities b = fJ-n/fJ-pwas taken to be 1.5****) and we shall
assume the same value in our calculations.

~

*) In Figure 4.6a the curve (b) is moved, on purpose, from (d).

**) With a further verification it was shown that the divergence of shapes (e) and (f)
does not exist (Figure 4.6b, 0:*"",0.6).

***) For A,J~O we have obtained an exact solution (3.lla).
****) In [34] it is assum~d that b = 1.5 for Ge, but now it is wen known that b is

about 2.
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Gc/G, for values of A:
y + 12 I +4 I +2 I +1 0 -1 I -12 I -50

0.05 0.81 0.64 0.98 0.956 1.008 0.95 0.925 0.875

0.1 0.66 0.55 0.86 0.905 0.99 1.01 1.037 0.965

0.5 0.487 0.58 0.872 0.918 0.995 1.00 0.92 0.924

1 0.524 0.67 0.931 0.900 0.987 0.98 0.984 0.943

5 0.744 0.846 0.92
I 0.945 0.964 0.98 1.03 0.987

-'
I

I10 0.875 0.88 0.93 I 0.966 0.975 0.983 - 1.07
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b. - The results of the calculations (for the current parameters A as' in
T 4.6) are given together with those from [34] in [21].

Values of parameter,~ A requested T4.6

I

I

+0.751

A +12 +4 +2 +1 o -1 -12 -50

~~--

+ 9 +3 +1.5 o -0.75 - 9 -37.5

The symbols" +" and" -" designate direct and reverse direction of
currents, respectively.

One should note that we could not find quite exactly the values from
[34], because we have read them from diagrams in log-log scale, since in [34]
the numerical values were not given. So here is a possible error of about
2-3%.

c. - Discussion of results and conclusion

1°. - For A = 0 = J the agreement is excellent, which one need not verify,
since the relation (3.11 a) is quite exact, as it is already mentioned.

2°. - For the same absolute values of the current parameter A (for
instance ::I:12, ::I:1) the discrepancies are larger for a direct polarization (A>O)
and that is less convenient for us. For A = -50 the largest error is only about
12% (for y = 0.05).

3°. - If we mark our values with Gc and those exact ones from [34]
with Gp the ratios will be as in T 4.7

The ratio Gc/G, according to [21], A-parameter T4.7

Analysing these results we made the following conclusions:

- the maximal departures (figures in bold type) increase with increa-
sing IA I (they increase less for A < 0) and appear for smaller values of y,
when A decreases (for instance between + 12 and -50 and further).

.,-- for a reverse polarization, except for y = 0.05, we can say that the
agreement is satisfactory, practically for all values of A. This is even more
favorable because the inverse currents are much smaller than the direct ones,



y 0.05 0.1 0.5 1 1.5

Az. 0.1 0.2 1 2 3

the
0 1% 8% 7% ""10%error
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so that the case A = - 50 practically cannot happen (see the equation 3.10 a
.

for A, too);

- for y:> 5, G practically does not depend on A; this is valid for asym-
metrical transitions and the limiting regimes.

4°. - The case of direct currents, when the largest departures occur
(for A> 0), is of a special interest. We shall consider this problem in connection
with its application to the limiting regimes in P-N transition. We shall estimate the
value for A, trying to find the currents J;, n for x = XN,P, because the currents
are then almost pure diffusion. As it was said in Section 3.1 before, but for
symmetrical transitions, we shall have, taking roughly that DpN = Dnp = Do and
LpNO = Lnpo = Lo, with all the symbols as before:

J~N = veDo IzoIN = veDo N IGO[
RjJ~p .'

Lo

JRjJ~N+J~P = 2vDoNIGO[ e and
LoI

(4.8a)
I

A --
JLpNO 2v Go./2v 0. 1

yO

= Rj-
""'-

y, VRj +-,
eDpN"Nb b b 1 + yO

where we have written the expression for v taking into account Dp(p) from
(3.8d). The sign "less" i.e. IGO[:(;yO can be explained with the fact (from [21]),
that for A>O, jGI's are always smaller (or slightly bigger) than the value of y,
if y:(; 1.5.

Taking into account (2.16c) for limiting regime we have y0:(;0.618, that
means that v:(; 1.38 and finally, assuming even v = 1.5, it is

I

(4.8b)
I

2.15
A<~y=2y for y<1.5, (b:>1.5),

1.5

that means that for yO< 1 parameter A is not larger than 2, for limiting re-
gimes of direct polarized P-N transitions.

Using the above speculation and T 4.7 (the framed part) one can make
a table of the largest errors (T 4.8):

T4.8

5°. - The Conclusions are as follows:

- our relation (3.11 b) practically always quite well interprets the depen-
dence of gradient of concentration versus concentration of carriers for reverse
polarization (for IA 1<50),

. - while for direct polarization it can be used well for solving the pro-
blem of limiting regimes of the symmetrical transitions: for y = yO< 1.5, the
error is smaller than 10%,
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- qualitatively, our relation shows correctly the shape G (y) for inverse
polarization in a much wider region of y's and A's.

We should remark that the above consideration has not an absolute ri-
gorous character, because it is based on a comparison with the more accurate
results for a special case-direct recombination (a = 0). However if an agreement
was obtained for a = 0 there is no reason to say that there will not be an
agreement for a* O. Actually, in a later work [47] we have verified our rela-
tion for a general case and indirect recombination (for a c= 0; 0.25; 1 and 2.5)
calculating Gr on a computer (Elliot 803). The results ,Te in agreement with
the above conclusions.

One of the possible applications of our expression for G (y) is in studying
the "breakdown" in a direct direction, i.e. - negative resist:::nce of S-type
(like in [35] and [36]), which codj be the subject of another work.

Chapter 5. - OUTLINE 01<' THE PRINCIPAL RESULTS

On the basis of the analysis in the previous :hapters the following principal conclus;cllS,
both with respect to the general theory and the more specific results, can be drawn.

a. - General theory
1° - The expression for the quasi-neutrality condition (Eqn. 2.20 c) has been obtained,

which is more g~neral than the results so far derived in the sense that it takes into account
not only the impurity con-;:entration (of) but also the influence of the space charge (p). In

fact, in all previous works it was tacitly assumed that the condition p;;"O must lead to Vp;;"O
and ~e""'O which is not true in all cases (see, for example Fig. 2.2). Beddes. the relation
(2.20 c) indicates that the quasi-neutrality condition is also dependent on the polarization (U).

r - The transport equations (2.2-2.4, 2.7) are given in the form which is especially
suitable for consideration of the limiting working conditions i.e. th" high reverse pol a; ization
or large forward current. It has been stated explicitly that the carrier concentrations (n, p)
and the transport coefficients (D, fI) both depend on the position (r) and the field intensity
(K) in the transition regian, and that the lifetime ('r) is not always constant. In these equa-
tions the terms representing the "intrinsic" and "external" recombinaticns are separated.

3° - Special attention has been given to the boundary conditions and a new relation
for the heterojunction has been derived (Eqn. 2.22). Different effcctive masses (mAD' m;, mHO'm'; )

have been introduced in this equation in order to comply with the fact the electron motions
in various crystal lattices and in various states (in the solids A and B) are not the same. It
is worth noting in passing that in the cited works the fact that these masses differ one from
the others has not been respected and that the same true mass (not even the effective one)
has been used throughout, which, at least in our opinion, might be considered as a shortco-
ming from the point of view of the general conception.

The relations (2.16 a) and (2.16 b) for the P-N transition, which have been widely used
in Chapter 3, do not seem to have been derived yet. They tak, into account the band edg.J
correction quite accurately (Fig. 2.1) and therefore, they can be widely used when studying
the effects of high injection levels and reverse polalization*.

4° - In Section 3.2 c, a new formulation of the breakdown condition has been given
which, from the point of view of physical interpretation, seems to be advantageous when
compared with those in current use (U~Ub-breakdown voltage for 1-+(0). Instead of using
the assumption that the breakdown occurs when the current increases to very large values,

-----

*
Note added in the proof There is an attempt in the paper by Nussbaum [48]-1969

to take also non-zero gradients of the quasi-Fermi levels into consideration when boundary
conditions are examined.



74 Dimitrije A. Tjapkin

acccrding to the new formulation the only criterion for the breakdown condition is that an

incremental change in applied voltage causes a large increase of the current (:~ --+ 00 ),while

the current itself may have a finite value.

b. - More specific results

1° - It has been defined quantitatively the least transition ,,'lope (do min - Sec. 2.3)
of the graded transition necessary to enable that the depletion region penetrates the region
of the constant impurity concentration. The temperature dependence of the least transition
slope has also been considered and shown that the shape of the function domin~f(T, U)
exhibits a minimum (for T ~ 80 u) which decreases with decreasing U (see Fig. 2.5). The smaller
the values of U, the smaller the values of 8" u corresponding to the minimum of do min
(these values of 80 u are extremely low - see Table 2.2).

2° - The width of space charge region has been studied in quantitative terms (XN,P
or A p, Section 2.4). It has been demonstrated that with increasing temperature, XN.P first incre-
ases, passes through a maximum at T ~ 8 N pu, and then decreases in the region of very
low temperatures (see Table T2,2 and Section 4.2).

It is interesting to note that graded and abrupt junctions behave differently when increa-
sing reverse polarization, namely 8N,pu for graded junction decreases while for abrupt junctions
increases with increasing reverse polarization (see Fig. 2.4).

This previously unknown phenomenon has been verified experimentally for abrupt
junctions and it has been found a fairly good agreement between the measured results and
the theory. (For complete proof see the author's paper [44]).

3° - Major attention has been given to the question of the potential distribution in
the transition region and especially for the equilibrium states and abrupt transitions.

Our relations (2.22), which were derived by retaining the terms up the fourth power
in the series expansion for cosh <P,are more exact than all similar relations previously deri-
ved. As it has been shown in Section 4.1, they also offer the following advantages:

- They cover the whole P-region of the asymmetrical transitions (P>N) for any de-
N

gree of asymmetry Y ~--, with the error which is in all practical cases less than 6% as com-
P

pared with the error of 22% for the "exponential" approximation. If, on the other hand,
N = 0 (i. e. P - I transition) the error is even smaller than 0.5%. (This may be compared
with 6.1% error obtained by the method outlined in reference [23]). Finally, for the case of
a strong asymmetry*), the error was found to be less than 0.5%.

- In the N-region as well as in the whole transition region the error does not exceed
the value given by the equation (4.1 d). This means that our approximation (2.22) provides
satisfactory results up to the value j;i 0='I<PN,P-cPcI ~2-:- 3 and, therefore, it is advantageous when
compared with the "exponential" type of approximation at least for Ia; I~ IacPcI~ 1.

By comparing the value~ given by eqn. (2.22) with the exact values obtained in digi-
tal computer it has been found that the approximation is fairly satisfactory for lower doping
levels (Fig. 4.1). In any case, it is superior to both the "exponential" type of approxima-
tion and the so-called Sh-approximation.

It must be noted, however, that the approximation (2.22) can hardly be used for the
region II (Fig. 2.3b). For this region, some other approximations «(j)n, (j)ne and (j)el - see
Appendix B and Fig. 4.1) have been examined and found to be fairly good for smaller do-
ping levels.

4° - Using the expressions for (j). the equations for obtaining the values of the inver-
sion points have been derived and found, by numerical evaluations in Sec. 4.1.2, that for

*) It should also be emphasized that the expression (4.3f) yields the lowest degree of
asymmetry Ym corresponding to a maximum specified error (say 10%) in the P-region for a

(N°
given doping level

n;)
of the opposite (N) region.
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smaller doping levels the best results ale obtained with XiIVe> while, for larger doping levels
the equation for XilV is most satisfactory. (See Tables B.e and B.d.). The estimated error is
less than 15% which compares advantageously with the results obtained with the Sh-approxi-
mation (OXi)' In this way it has been proved that the real inversion planes are much closer
to the planes of the physical transition (x = 0) than what might be expected if the Sh-ap-
proximation were used.

5° - A suitable definition of the transitional (intermediate) region (S~c. 2.2d) has been
introduced and the relation (2.22) employed to predict its width (Aup). It has been S:lown
that Aup may be either smaller or larger than Ap ~ XN-Xp (space c:large width) for higher
temperatures and direct polarizations and for lower temperatures and reverse polarizations,
respectively. On the other side, for medium temperature and U~O, Aup is of the same order
as Ap.

6° - A novel met.hod is used in treating the influence of the recombination processes
on the transition susceptance (capacitance). The derived expressions (2.30.c,d,e) are quite ge-
neral and suitable for detailed analysis which, however, has not been accomplished in the
proposed work. It follows from these equations that the transition behaves as a pure reactance
only in the low frequency range and for a sufficiently low recombination, while the recombi-
nation processes must be taken into account in the general case. Both active and reactive
components are present (G and C<u) and they are dependent upon frequency, recombination
mechanism and the transition profile.

7° - Special attention has been paid to the limiting regimes including a:alanche ionization
phenomenon. The following major results hav been reached:

- The previously known relation (in [31]) for the coefficients of iinpact ionization
(un,p) has been conveniently rearranged by introducing the parameter A (which do~s not depend
on the type of semiconductor material) and the parameters B (which are dependent on the
material used), apart from the known parameters (A*,W* and n<uo)' In this way a more sui-
table form of equation for comparison with the exact numerical results has been obtained
(Eqn.3.17b).

The argreement of the results for rx(K) obtained by the expression (3.17b) with the
measured values (for both Ge and Si) can be considered satisfactory to some degree which
is, at least, much better than if the empirical relation rx~Kr is used.

- On the basis of the foregoing analysis, the functions 27:J(U) are introduced (Sec.
3.2b). They enable a better insight into the validity of different expressions for the approxi-
mation of rx(K) and also for the breakdown criterion, i.e. the breakdown*) field (Kb). Each
parameter in this equation can be given a clear physical interpretation which is not always
the case with the previously derived expressions (see, for example [42]). Besides, the equation
(3. I7b) also indicates that the empirical expressions for Mn,p, as for example (3.22e), in
which the exponents np,n are assumed to be constant, are not adequate.

8° - The problems relating to the limiting regimes for direct polarization have been
considered in more detail and many interpretations of the phenomena involved have been
improved, such as;

- A more precise definition of the "recombination" integral 13 (Sec. 3.1a) has been
introduced leading to more exact results when compared to those in current use (Fig. 4.6).
It enables to establish in more quantitative terms the physical fact that, in each transition,
with increasing the direct polarization, the ratio of the recombination and diffusion currents
decreases steadily.

- Using the elementary functions, the analytical solution for G ~ fey), G being the
generalized concentration gradient and y - normalized carrier concentration, has been obtained.
It is interesting to note that, though this function has been derived by using a mathematical
treatment which can hardly be considered quite justified, it yields quite correct results for
reverse polarizations, while for direct polarizations these solutions can be successfully ap-
plied to solving the problems of the limiting regimes (for y ~

yO
< 1.5, the error is less than

10%; see Sec. 4.4.2, and also our more recent Reference [47].

-------

*) This problem has b:;>en thoroughly treated for Ub(N) in the Reference [46].
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APPENDIX A - List of Symbols*)

A - Constant
a - Lattice Constant; Length
B - Constant; n'lmber; Be,v Effe:;tive Density of States
b - Constant; Ratio of Mobilities fLnffLp

C - Capacitance; Constant

c - Velocity of Light
D - Diffusion Coefficient; Electric Industion
d - Interatomic Distance; Diameter

E - Energy (known with accurasy of one constant); Ef - Electro::hemical potential, Fermi
Level

e - Magnitude of Elestro:1ic Charge - Absolute Value

F - Force; Function
f

- Probability Distributon Function; Function; Frequency

G - Electric Condu:;tance (lfR); Total Generation (current); generalized concentration
gradient

g
- Generation Rate

h - Plank's Constant (h ~ 21th)
I - Integral; Intensity (of el. current)

i-Number; "i-th"
J - Electric Current Density**)
j

- Imaginary Unit (V-I); Number; "j-th"
K - Electric Field Intensity*)
k - Bolzmann's Constant (as a difference from k - wave number)

I - Length; number; "I-th"
M- A certain function or an abbreviation for various expressions; Avalanche multiplication

factor
m - Mass (of electron if it is without subscript) m* - Effective mass of carriers (or mn,p)

N-P
N - Total donor concentration; number; cJ}'~ -~ dimensionless impurity concentration

ni
n - Ele;tron consentration in conduction band (no - equilibrium) n; - Intrinsic con<;entration;

number

P - Asceptor impurity concentration; probability; power

P - Hole concentration (Po - equilibrium); number
Q - Coeffident; Heat quantity
q - Electric charge
R - Electric resistance (IJG); Radius
r - Radius, Position vector; number, coefficient; Recombination Rate
S - Area (Surface); Saturation (in subscript)

d ~ IV'
N i-Slope of Impurity Transition Profile

s - "s-th", of "s's', kinds (in subsaipt)
T - Absolute Temperature

t - Time

---
*) Only the symbols that are found throughout the text are given here, while the "Iocal"

symbols are left out (but they are explained in their sections), although they may coincide
with the general ones.

. The MKSA system is used and the relations are noted in a rationalized form, Electric
field is denoted with K, not with E or 0,

**) Only "current" is frequently written down instead of this full term, (we think that
there will not be any ambiguity).



The study of the electron transport phenomena in semiconductor p-n structures
- ------------.---------.----

77

U - Voltage*) (pot. difierence), U' - Voltage drop at transition itself
u - Number; Coefficient
V - Volume; Potential energy
v - Velocity (Vd - drift velocity, vet>- Velocity of sound)

w- Energy difference (kinetic energy); Wf~(Ef-Ec) -chemical potential - Relative Fermi
level (Ec is ref. point)

w - Transition rate probability
X - Reactance, x - coordinate

Y - Admittance; y =!.- - Normalized hole concentration
N

Z - Impedance; z = y' = p'IN - Normalized gradient concentration
(X - coefficient (of temperature); Carrier ionization coefficient
(X,[3,y- Current gain coefficients; angles
y - Ratio (need not be dimensionless)
~ - Laplacian
a - Finite difference sign; Delta-function
E - Relative dielectric constant (Eo - absolute - for the free space)

~ - Coefficient
7J - Coefficient; some function
o - Characteristic (absolute) temperature
6 - Angle (of scattering)
k - Reserve symbol

A - Characteristic length (An,p - mean free path of carriers; Ap - barriers)

fl - Mobility: flf=Cle-Ef

v - Frequency; Coefficient
~ - Coefficient; Function
II - Product symbol
p - Space charge density; density
cr - Electric conductivity (abbreviated - "conductivity")
.. - Time interval (lifetime; relaxation time)
d.. - Element of volume
<I>- Some (potential) function; flux; Work function
rp - (Electric) potential: rp(=) E; rp= -e Y + cte
X - See eqns. (2.16)
Y - Electrostatic potential
n - Solid angle; Elementary cell volume
6) - Angular frequency

Some symbols for subscripts

dir - direct polar.
I - ionic, ionization
n - conduction electron
N - Region with donors dominating
o - equilibrium; initial; zero
p - of holes
P - Region with acceptors dominating
S - surface; saturation
v - valence band
p - space charge

a - acceptor
b - breakdown
c - conduction band
D - Debye's; diffusion
d - donor
e - electronic
f - Fermi'sg - gap
i-intrinsic
rev - reverse polarization

. Other letters (or these letters) have the same meaning as the quantity symbol.

*) In order to avoid ambiguity, we have chosen the symbols for electric field and
voltage less frequently used; K and U (not E and V).
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Abbreviations

An,p or An;p means that two quantities are concerned - "An"
T - in text - "Table", e.g. T1.2: "Table I in Chapt. 2", or
TB.a: "Table a in Appendix B"
IR - intermediate region
NR - neutral region
SC - Space charge (region)

Appendix B - SOME EXPRESSIONS FOR cP

Expressions for ~IV according to eqn.(2.24b)

x/A~
12C,'e

I

/ ./-
CPu-CPIV~ , -~; A'D! ~ AD! V 2coshcpu'

x/AD' -
(C,'. e I

+ tanh CPu)2-3

C'z ~ (6-;N tanh~u + .J 3 ~l/ + 36-12~Ntanh~N) '(~N)_l.e -XN/A ~i,

TB.a

Expressions for ~IIe according to eqn. (2.24c) and for cPII - (2.24d) TB.b

TB.c

Expressions for xc, cpo, 1)P. N and inversion point XiII and XiIV TB.d

1)p + 1)N

p -1)p ~ - ~ sinh (-cpp),
2ni
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x ;,
N -2tanh,,;' N XO

~=sinh-1
T

~+-
A'Di 2M A'Di'

XiIV. 6-cPN tanh ~N .
--=smh-1 ~+smh-1
A'Di - - 13 h2 -

'PNV -tan 'PN

Expressions for xeD (see TB.b), cPc and xiIIe' xiIVe and ox; TB.e

6

P (2ni NP
]

I/2

[ (°Xi=-ADi -(P+N)ln- 1-
N+P PN ni2

1 + NIP

)

1/2

]1 + I~p I/~N
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