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OSCILLATION THEOREMS FOR CERTAIN
HIGHER ORDER NONLINEAR FUNCTIONAL
DIFFERENTIAL EQUATIONS

Ravi P. Agarwal, Said R. Grace, Patricia J. Y. Wong

Some new oscillation theorems for higher-order nonlinear functional differen-
tial equations of the form

3 (0 (522)") + st s(eto@)) =0, a>0

are established.

1. INTRODUCTION

This paper is concerned with the oscillatory behavior of the higher-order
nonlinear functional differential equation

(1.1) Lanx(t) +q(t) f(z(g(1))) =0,
where the differential operator, Ls,, is defined recursively by
Loz = x,

d :
(11)/ LZ':C 7EL'L71$7 7/71,2,...,7171,

di-n d « di-n ,
Ljx = o (a <&Ln1x) ) = WLnx, j=nn+1,...,2n.

d
Lix:&Li,lx, i=1,2,....,.n—1,n+1,...,2n,

Clearly
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and

d (a7
L,x=a (& Ln_lx) .

In what follows we assume that
i) a(t), q(t) € C([to, 0),R* = (0,00)),
i) g(t) € C’([to, o0),R = (—oo,oo)) and tlim g(t) = o0,
iii) feCR,R) and af(x) >0 for = #0,

iv) « is the ratio of two positive odd integers.

(
(
(
(

Also we assume that

(1.2) }Oa_l/“(s)ds = 0.

By a solution of equation (1.1) we mean a function x € C"([tg,00),R) to-
gether with a(z(™)® € C"([tp,o0),R) which satisfies equation (1.1) for all ¢ >
ty > to > 0. Here we are concerned with proper solutions of equation (1.1), i.e.
those solutions x(t) which satisfy sup{|x(t)| : t > T} > 0 for every T > t,. Such a
solution is said to be oscillatory if it has an infinite sequence of zeros clustering at
infinity and nonoscillatory if it has at most a finite number of zeros in its interval
of existence. Equation (1.1) is called oscillatory if all its solutions are oscillatory.

The problem of obtaining the nonoscillation and oscillation of certain higher-
order nonlinear functional differential equations of type (1.1) when o = 1 and/or
a > 0 has been studied by a number of authors, see [1-14, 16-21] and the references
cited therein. Indeed, MAHFOUD [16, 17] discussed the oscillation of the special
case of (1.1)

2" (1) + a(®)f ((q())) = 0.
Our main objective in this paper is to present an asymptotic study on the oscillation
of equation (1.1) and to establish some new oscillation criteria.

In Section 2 we give the proofs of some important lemmas which are useful
throughout this paper. Section 3 is devoted to the study of equation (1.1) when f
satisfies either f(/*)=1(z)f'(x) > k > 0 for x # 0 or f(x)sgnz > |z|®. Also, our
results involve comparison with related linear and half-linear second-order differen-
tial equations. In Section 4 we present some sufficient conditions for the oscillation

Foo
of equation (1.1) when f satisfies either the condition [ du/fY(u) < oo or the

condition [ du/f(u'/®) < oo. Section 5 is devoted to study of some necessary and
+0
sufficient conditions for the oscillation of equation (1.1). In Section 6 we give a

comparison result which allows us to extend the results obtained to functional dif-
ferential equations of neutral type and to equations of type (1.1) when the function
f need not be monotonic. The results obtained extend, improve and corollate a
number of existing results.
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2. PRELIMINARIES

To obtain our main results we need the following lemma which is a generali-
zation of the well-known lemma of KIGURADZE [3].

Lemma 2.1. Let z(t) be a nonoscillatory solution of equation (1.1) and condition
(1.2) hold. Then there exist an odd integer k € {1,3,...,2n—1} and a T > to such
that for t > T,

(2.1) { 2(t)Liw(t) > 0 for i=0,1,....k—1 and

(—=1)**x(t)Lix(t) >0 for i=kk+1,...,2n— 1.

Proof. Let x(t) be a nonoscillatory solution of equation (1.1), say, z(t) > 0 for
t > to. Since Lonx(t) < 0 for t > tg, it follows that L;x(t), i = 1,2,...,2n — 1,
are eventually of constant sign. Firstly we prove that Lo, _12(t) > 0 for ¢t > T for
some T > tg. To this end, we suppose that for some Ty > T we have Lo, _12(t) <
0, t > T1. Then, since La,_12(t) is decreasing and not identically zero on [T, 00),
there exist a T > Ty and a constant ¢ > 0 such that L;z(t) < —c for t > Ty and
1€ {1,3,...,2n — 1} for otherwise integration of the inequality would imply that
Lox(o0) = x(00) = —o0, which contradicts the fact that z(¢) > 0 on [tg, 00). From
this fact it follows that none of the consecutive derivatives L;z(t) and L;11x(t) can
be eventually negative.

Next the positivity of La,—12(t) on [T, 00) implies that Lo, _ox(t) is increasing
there. Here there are two cases to consider:
Case (I). Laop—2z(t) > 0 on [t1,00) for some t; > T. There exist a constant
c1 > 0 and a to > t; such that Lo, _ox(t) > ¢1 for t > t3. One can easily see that
Lix(oco) =00 fori=1,2,...,2n — 3 which shows that L;x(¢), i =1,2,...,2n — 3,
are eventually positive.

Case (II). La,—2x(t) <0 on [T,00), T > T. Clearly Lo, _3x(t) must remain pos-
itive on [T, 00) since the simultaneous negativity of Lo, _ox(t) and Lo, _sx(t) is
impossible.

Repeatedly applying the same arguments as above we arrive at the desired
conclusion. O

From Lemma 2.1 we distinguish the following three cases: (i) k=2n—1,
(i) n+1<k<2n-—3and (iii) 1<k<n.

(i) Let k=2n—1. Since La,_12(t) > 0 is decreasing on [T, 00), we have
LQn,QQL'(t) Z (t — T)Lanll‘(t), t Z T.

Integrating this inequality (n — 2) times from T to ¢ and using the decreasing
property of La,_12(t), we obtain

(t _ T)nfl

Lna(t) 2 (n—1)!

Lop az(t), t>T



4 Ravi P. Agarwal, Said R. Grace, Patricia J. Y. Wong

or

_ n—1 \ /e
™ (t) > (%) LQITL/flx(t), t>T.

By applying TAYLOR’s formula with integral remainder we get

22) U <T/t n—;n_]l ! <((;L_1T)1)Z(;)>l/ad“> Loy (1)

for j=0,1,...,n—1and t >T.

(i) Let n+1 <k <2n— 3. From Lemma 2.1 we see that Lo,_12(t) > 0 is
decreasing and Lo, _ox(t) < 0 for t > T. Now

t
Lop_22(t) — Lop_ox(s) = f Lop_1z(u)du, t>s>T

and so
(2.3) —Lon_ox(s) > (t — 8)Lap—1x(t).
Integrating the above inequality (2n — k — 2) times from s to t yields

(t _ S)Qn—k—l

(71)2n—k—1ka(S) > m L2n71x(t)
— 3 2n—k—1
(2.4) Lya(s) > ((’;n jk g7 Lanaalt) for t2 5> 1.

Integrating (2.4) (k — n) times from T to s (> T') we have

Ln:c(s) > </ (S — U)k*nfl (t — u)2n7k71 du) LQnilx(t)

(k—n-1)! 2n—k—-1)!

or, equivalently,

1/«
1 s — u k n—1 (t _ U)Qn—k—l
2™ (s d Ly a(t
<a(s / k—n—-1)! 2n—k—-1)! “ 2n-17(t)
As in case (i) one can easily find that

(2.5) 2 (s)

n j—1 1 k n—1 (t—u)Qn*k*l 1/a
d dv | Lop—1x(t
</ Tl*jfl (a(v/ ,n,1 (2n—k—1)! u) v ) Lan-s(t)
T

T
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for j=0,1,...,.n—2, t>s>T.

(iii) Let 1 < k < n. Then as in case (ii), we obtain (2.3) for ¢t > s > T.
Integrating (2.3) (n — 2) times from s to ¢(> s > T') one can easily find that

L(—g)m
) ) Lon_12(t).

(2.6) (1)t (s) > (@W

Next integrating (2.6) (n — k) times from s to ¢ (> s > T') we find that
(_1)2n—k—1$(k)( )

’U,—Sn k—1 1 (t_u)nfl 1/ 1/a
— (s </ Ca— (() mlﬂ) du | Ly ().
As in case (i) we find that

20 (s)
s (Siv)k—jfl t (u7v)n7k71 1 (t*u)nil 1/« 1o
> T/ (k—j—1)! <U/ (n—Fk—1)! (a(u) (n—1)! > d’u>dv Lyl ™ x(t)

fork—1>3=0,1,and,if k—1<7=0,1,

29 (s | (w—s)"2( 1 (t—u)?! e u\ LY
= (! (n—2)! (a(U) (n—1)! ) d) on—12(1)-

Fort > T/\>tg, k€ {1,3,...,2n— 1} and for some constant A\, 0 < A < 1,
we define

At
— )it _ myn—1 1/
Hj(tT;a;k;)\):min{/()‘t u) ((u T) 1)) N
T

(n—j7—1)! (n—=1) a(u
if k= 2n— 1,
At v
()\t _ U)n—j—l 1 (U o u)k—n—l (t o u)2n—k—1 1/
T/ (n—j—1) (a(v)T/ k—n—1! @n—Fk—1) d“) dv

ifn+1<k<2n-—3,

At I ; — e
T/(?tjkl (/ (n—k *i (a(lu) (t<n)1)!) du>dv

f1<k<n, k—1>3 j=0,1,

t

— A2 1 (+— )"t 1/
/(“ ) ( (t-v) ) duif 1 <k<n, k—1<j, j=0,15.
a

(n—2)! () (n—1)!

At
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We are now ready to state the following important lemma.

Lemma 2.2. Let z(t) be a positive solution of equation (1.1). Then for some
constant A, 0 < A <1 and all large t > T > to and for k € {1,3,...,2n — 1},

(27) 2 (M) > Hi(t, T50:k50) Ly, a(t)
and
(2.8) 2(t) > w(M) > Ho(t, T;a; k; \) Ly a(t).

We shall also need the following lemmas.

Lemma 2.3 [15]. If X and Y are nonnegative, then

X+ Q0—DY Xy >0, X>1,
where equality holds if and only if X =Y.
Lemma 2.4 [4,5]. The semilinear differential equation
29) (@ 0)) + a0 (1) =0

where a,q and © are as in equation (1. ) s monoscillatory if and only if there exist
a number T > to and a function v(t) € C([to,00), R which satisfies the inequality

V' (t) + aa V) ()P + q(t) <0 on [T, 00).

Lemma 2.5 [5]. Let h(t) € C([T,0),RT), T > to. If there exists a function
v(t) € CY([T, ), R) such that

V' (t) + h(t)v*(t) + q(t) <0 for every t > T,

then the second-order linear differential equation

(ﬁ :c’(t))l +a(t)z(t) =0

is monoscillatory.

3. OSCILLATION AND COMPARISON RESULTS

In this section we present some sufficient conditions for the oscillation of equa-
tion (1.1). Also our results involve comparison with related linear and semilinear
second-order differential equations so that the known oscillation theorems from the
literature can be employed directly.
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In what follows we assume that
(3.1) fYo Y @) f'(x) > &k > 0 for & # 0 and % is a constant.
We also assume that there exists a function, o (t) € C([tg, o), RT), such that

(3.2) o(t) <inf{t, g(t)}, o'(t) >0 for t >ty and hm o(t) = 0.

Theorem 3.1. Let conditions (1.2), (3.1) and (3.2) hold. If there exist a function
p(t) € CH([to,00),RT) and a constant N\, 0 < X\ < 1, such that for o(t) > T/,
T > to, then

33 tmsw [ (o(e)ate)
T - 1 a® (p'(s))o‘+1 )ds .
(Mk)e (14 a)lte (p(t)o! (t)H1(o(s), T; a; k;)\))a ’

where Hy is as in Lemma 2.2, k € {1,3,...,2n — 1}. Then equation (1.1) is oscil-
latory.

Proof. Let x(t) be a nonoscillatory solution of equation (1.1), say, z(t) > 0 for
t > tg > 0. From equation (1.1) we see that Lonxz(t) < 0 for t > to and so
L;x(t), i = 1,2,...,2n, are eventually of one sign. By Lemma 2.1 there exists a
t1 > to and k € {1 3,...,2n — 1} such that (2.1) holds for ¢ > ¢;. By applying
Lemma 2.2 there ex1st a T > t; and a A\,0 < A < 1, such that for all large
t>o(t)>T/A

(3.4) 2 (Ao (t)) > Hy(o(t), T a; ks A) Ly ™ a(t).
Define
_ oy Lenm1z®
(3.5) w(t) = p(t) T 0w) for t > T.

Then for t > T we have

(Lonaz(®)” LM1mw
1=0om) YV TE0em))
_ o fz(Ma(t)) Lon—az(t)a’ (Ao (t))
Ap(t)o'(t) = 1/a( ()\ (t))) f1+1/0‘(x()\0(t)))

W (t) = p(t)

o L6000
= —p(t)q(t) w00 ®)) o (t)

_ o f/(Z(AU(t)) Lop_q1z(t)a’ ()xa(t )

Ap(t)a’ (1) f1 l/a( ()\ (t))) fl+1/a($()\0'(t)))
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Using (3.1) and (3.4) in (3.6) we obtain

B 0 < —p0a0) + 28wl
— Xep~ Vo ()o’ (t)Hy (o(t), T a3 ks N)w' T/ (t) for ¢ > T.
Setting
X = ()\Ep_l/“(t)a’(t)Hl (a(t),T;a;k:;A))a/(aﬂ)w(t), A= a;—l >1
and
a NP ON T 1/ A G A
o () () (O s Tty )

in Lemma 2.3 we conclude that

rt) w(t) — Nep™ Y (t)o! () Hy (o(t), T; a; ks \)w T/ *(¢)

p(t)
1 a® (p,(t))a+1

< = ~ for t>T.
T (Ak)x (L4+a)t T (p(t)o’ (t)Hi(o(t), T;as k; M) o
Thus it follows from (3.7) that
- /t a+1
w!(1) < —plt)alt) + - (®) i>T

(k) (L+a)tte (p(t)o! () Hy (o(t), Ty a3 k5 2))™ T~
Integrating the above inequality from 7" to ¢ we have

38 0<u) <um) - [ (o)
1 e ()™ )ds
OR)e TF ™ (p(s)o’(5) Ha (o(s), Tk )~ ) <

Taking lim sup of both sides of (3.8) as t — oo and using condition (3.3) we find
that w(t) — —oo as t — oo, which is a contradiction. This completes the proof. OJ

Next we relate the oscillation of equation (1.1) to that of semilinear equations
of type (2.9).

Theorem 3.2. Let conditions (1.2), (3.1) and (3.2) hold. Suppose the semilinear
second-order equation

(3.9) (c® (' ®)") +a)y* () =0

is oscillatory, where
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Then equation (1.1) is oscillatory.

Proof. Let x(t) be a nonoscillatory solution of equation (1.1), say, z(t) > 0 for
t > to > 0. Proceed as in the proof of Theorem 3.1 with p(¢f) = 1 to obtain (3.8)
which takes the form

w'(t) < —p(t)q(t) — Neo’ (t)Hy (o (t), T as ks \)w' T (1) for ¢ > T.
Applying Lemma 2.4 to the above inequality we conclude that the equation (3.9)
is nonoscillatory, which is a contradiction and completes the proof. O

Theorem 3.3. Let o > 1, conditions (1.2) and (3.2) hold and
(3.10) f(x)sgnz > |z|® for x#0,

where (B is the ratio of two positive odd integers. If there exist a function p(t) €
C*([to, ), RT) and a constant A, 0 < X\ < 1 such that for o(t) > T/\, T > to,

t

@1)  timsup [ <p<s>q<s>

t—o0o

_ (pl(s))2 )ds =00
ANBo! (s)p(s)n(s)Hi (a(s), Tsa; ks \)HS ™ (0(s), T; a; ks \) ’

where H;, i = 0,1, are as in Lemma 2.2, k € {1,3,...,2n — 1} and

c1, €1 15 any positive constant, when 0 > a,
(3.12) n(t) =< 1, when (= a,

Co <Z>B_O‘(t, to,a), co 1is any positive constant, when [ < a,
with

t

(3.13) 6(t,to, a) = /(t _ gyt (Sn_l)l/ads,

to

then equation (1.1) is oscillatory.

Proof. Let x(t) be a nonoscillatory solution of equation (1.1), say, z(t) > 0 for
t > to > 0. Proceeding as in the proof of Theorem 3.1 we obtain (3.4) and also

(3.14) z(t) = z(o(t)) = z(Ao(t)) = Ho(o(t), T; a; k; )\)L%a_lx(t), t>T.
Next there exist a constant by > 0 and_Tl > to such that Lo, _1x(t) < by for
t > T'. Integrating this inequality from 7'y to ¢ one can easily see that there exist

a constant b > 0 and a Ty > T'; such that

(3.15) ac()\a(t)) < x(t) <bg(t,Ty;a) for t>Ty.
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Defining the function w(t) by (3.5) and proceeding as in the proof of Theorem 3.1
to obtain (3.6) with f(z) replaced by 2, we obtain

Lon—az(t)a’ (Ao (t))

(3.16) w'(t) < —p(t)q(t)+ w(t)—ABp(t)o’ () for t > T.

p(t) P+ (Ao (1))
Using (3.4) and (3.14) in inequality (3.16) we find
B17) W) < ~pl0)a(0) + 2 wit)
—A\g Jp/((;)) Hi(o(t),T;a;k; \)HS  (0(t), T a; ks )\)xﬁ*a (Ao(t))w?(t), t>T.

Next we consider the following three cases:

Case 1. If B > «, then there exist a constant v; and a To > T such that
(3.18) x()\a(t)) > for t>Ts.

Thus inequality (3.17) takes the form

319) w/(0) < ~p(0a(o) + S w()
— A3y Zl((tt)) Hy(o(t), Tsa;k; \)HG (o), T; a3 ks Nw?(t), ¢ > To.
Case 2. If 8 = a, then inequality (3.17) becomes
3:20) w/(0) < —p(0a(o) + 2wl
—\3 o' (t) H, (a(t), T;a;k; )\)Hg‘fl(o(t),T; a; k; )\)w2(t), t>T.

p(t)
Case 3. If 8 < «, then by (3.15) we get
(3.21) 2?7 (Ao (1)) > 129" *(t, Tria), 2 =0""" t>T,

and inequality (3.17) becomes

(322) w!(t) < —p(t)q(t) +

—ABy20°%(t,T; a)H, (a(t), T;a:k; )\)Hoo‘fl(a(t),T; a; k; )\)w2(t), t>T.

Choose T* = max{T,T1,T>} and combine the inequalities (3.19), (3.20) and
(3.22) to obtain
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3:23) W) < ~p0a(0) + 2 wlt)
Y (:g)) (O Hy (o), Ts a3 ks N)HE ™ (0(8), T s ks N)w? (1), &> T*
/ 1/2
/mmm((wZgthmdmﬂmh»Hﬁﬁmemmuﬁ ()
) J(0) f
26\ 28 w0 (o), T ) H = 010, T 3))
(o'(1)”

TN O p (OO Hr (0(0), Tr s ks N Hy~ (a(0), T a: ki )

@m>s@@w>

2

N Q) ) > T
ANBo" () p(t)n(t) Hy (0 (t), T as ks \)HG ™ (a(1), Tsa; k5 0) )7~

Integrating (3.24) from T™* to ¢t we have

t

0 <) < 0T - [ (st
- T* (p/(s))2 >ds
ANBo" (s)p(s)n(s)H (o (s), T a; ks \)Hg' ™" (o(s), T a; ki \)

Taking lim sup of both sides of the above inequality as ¢ — oo and by condition
(3.11) we see that w(t) — —oo as t — oo, which is a contradiction and completes
the proof. O

In the following result we compare the oscillation of equation (1.1) with that
of linear second-order ordinary differential equation.

Theorem 3.4. Let a > 1, conditions (1.2) and (3.2) hold and (3.10) hold. Suppose
the linear second-order equation

(3.25) ( . ’(t))l+ (t)y(t) =0
is oscillatory, where r(t) = Aﬂa’(t)n(t)Hl(J(t),T;a;k;)\)Hg‘fl(o(t),T;a; k;)\).
Then equation (1.1) is oscillatory.

Proof. Let x(t) be a nonoscillatory solution of equation (1.1), say, z(t) > 0 for
t > top > 0. Proceed as in the proof of Theorem 3.3 with p(¢) = 1 to obtain (3.23)
which takes the form

w'(t) < —q(t) = A8’ Ot Hy (a(t), Ty a; ks \)HS (o (t), Ts as ks \)w?(t), ¢ > T
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Applying Lemma 2.5 to the above inequality we find that the equation (3.25) is
nonoscillatory, which is a contradiction. This completes the proof. O

Next we present the following oscillation result for equation (1.1) when 0 <
a<l1.

Theorem 3.5. Let 0 < a < 1, conditions (1.2), (3.2) and (3.10) hold. Moreover
assume that there exist a function p(t) € C! ([to,oo),R+) and a constant A, 0 <
A < 1, such that for o(t) > T/\, T > to,

t

. (¢/()) Q' 1/(s) -
(3.26) h?ii‘ipT/ (p“)q(s)‘4wa'<s>s<s>H1<a<s>,T;a;k;A))ds‘°°’

e}
where Hy is as in Lemma 2.2, k € {1,3,...,2n — 1} and Q(t) = [ ¢(s)ds and
i

c1, €1 18 any positive constant, when 8 > a,
(3.27) &)=< 1, when 3 = a,

02q§ﬁ/“_1(t,t0;a), co is any positive constant, when B < a,

then equation (1.1) is oscillatory.

Proof. Let x(t) be a nonoscillatory solution of equation (1.1), say, z(t) > 0 for
t >t > 0. Define the function w(t) by (3.5) with f(x) = 2” and proceed as in the
proof of Theorems 3.1 and 3.3 to obtain (3.4), (3.14) — (3.16) for ¢t > T Using (3.4)
in (3.16) one can easily find that

p'(t)
PO

— NGB! (t)p~ M (t)w? (t)w "L (4) Hy (o(t), T; a; k; \) 2P/ 271 (Ao (1)).

(3.28)  w'(t) < —p(t)q(t) +

It is easy to see that
(3.29) w(t) > p(t)Q(t) for t>T.

Using (3.29) in (3.28) we obtain

(3.30)  w'(t) < —p(t)q(t) + p

A (1)
p(t)

The rest of the proof is similar to that of Theorem 3.3 and hence is omitted. [

QUAT O H (o (1), Tyas ks A)w? ()27 (Mo (1), =T

In the following result we relate the oscillation of equation (1.1) for 0 < o <1
with that of linear second-order equations.
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Theorem 3.6. Let 0 < a < 1, conditions (1.2), (3.2) and (3.10) hold. Suppose the
linear second-order equation

1 !’
3.31 (50 #(0) +a®)2(t) =0
(3.31) w2 (0) + a0
is oscillatory, where h(t) = ABo’()&(H)QY "1 (t)Hy (o(t), T;ask; X) and &(t) is
given by (3.27). Then equation (1.1) is oscillatory.
Proof. Let x(t) be a nonoscillatory solution of equation (1.1), say, z(t) > 0 for
t >ty > 0. Proceeding as in the proof of Theorem 3.5 with p(¢) = 1 to obtain the
inequality (3.30) which takes the form

w'(t) < —q(t) — \Bo’ ()EH)QY L (t) Hy (o(t), T; a; by \)w(t), ¢ >T.

The rest of the proof is similar to that of Theorem 3.4 and hence is omitted. [

For each t > ty we let g(t) < ¢ and define p(t) = sup{s > to : g(s) < t}.
Clearly u(t) >t and g o u(t) = t. Now we are ready to prove the following result.

Theorem 3.7. Let g(t) <t for t > to and conditions (1.2) and (3.10) hold with
a = p. If for all large T > to, k € {1,3,...,2n—1} and some constant A\, A € (0,1),
(3.32) limsup Hg (t, T a; k; A) [ g(s)ds > 1,

t—o0 M(t)

then equation (1.1) is oscillatory.

Proof. Let x(t) be a nonoscillatory solution of equation (1.1), say, z(t) > 0 for
t > to > 0. Integrating equation (1.1) from t(> to) to u(> t) and letting u — oo
we obtain

Lon—az(t) > [q(s)z*(g(s)) ds, t>to.

By Lemma 2.2 there exist a T > to, A € (0,1) and k € {1,3,...,2n — 1} such that
(3.33) x(t) > Ho(t,T; a; k; A)L;{La_lx(t) for t > T.
Thus we have
x(t) > Hg'(t, T5 a3 ks A) Lan—12(t)
> H(t, T a3 k; M) ?q(s)za (g(s))ds, t>T.
b

Now by p(t) > t and the fact that z/(t) > 0 and g(s) > ¢t for s > u(t) it follows
that

z®(t) > Hg(t, T a; k;>\)< 70 q(s)z™ (9(5))618)
u(t)
(3.34)

> HE (¢ T a ks N (1) ( ;f’) «(s) ds) |
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Dividing both sides of (3.34) by z“(t) we have

(oo}
(3.35) H§(t,Tsa;k;0) [ q(s)ds <1, t>T.
w(t)

Taking limsup of both sides of (3.35) as ¢ — oo we obtain a contradiction to
condition (3.32). This completes the proof. O

In the case of an advanced equation (1.1), i.e., g(t) > t for t > tg, Theorem
3.7 takes the following form.

Theorem 3.8. Let g(t) >t for t > to and conditions (1.2) and (3.10) hold with
a = Q. If for all large T > to, k € {1,3,...,2n—1} and some constant A, X € (0,1),

(3.36) limsup Hg (¢, T a; k; A) [q(s)ds > 1,
t—o0o t

then equation (1.1) is oscillatory.

Next we present the following result when

(3.37) Q) == ?q(s) ds < oo for t > tg.

Theorem 3.9. Let conditions (1.2), (3.2) with o'(t) > 0 for t > to, (3.10) with
a =0 and (3.37) hold. If for k € {1,3,...,2n— 1}, some constant A\, A € (0,1) and
all large T > to with o(t) > T/,

(3.38) 1i{risup Hy (a(t), T;a:k; )\) (Q(t)

00 1/
+aX [ Hi(o(t), T;a; k; A)o’(s)Q(a“)/a(s)ds) > 1,
t

then equation (1.1) is oscillatory.

Proof. Let x(t) be a nonoscillatory solution of equation (1.1), say, z(t) > 0 for
t > to > 0. Define w(t) as in (3.5) with p(t) =1 and f(z) = «® and as in the proof
of Theorem 3.1 we obtain (3.7) which takes the form

(3.39) w'(t) < —q(t) — aXd’ O Hi (o), Tsa; ks \)w' V(1) ¢ >T > to.

Integrating (3.39) from ¢ (> T') to u(> t) and letting u — oo we find that

/e x(t) oo 1/a
(3.40) -l > <Q(t) +a\[Hi(o(s), T; a; k;A)le/a(s)ds) L t>T.
t

z(Ao(t)) ~
Now one can easily see that

(3.41) w(t) > Q(t) for t>T.
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Using (3.33) with ¢t = o(¢) and (3.41) in (3.40) we have

00 1/a
1> Hy (a(t),T; a; k; )\) (Q(t) +aX [ H; (U(s), T;a:k; )\)QIH/O‘(S) ds) i

Taking lim sup of both sides of the above inequality as ¢ — oo we obtain a contra-
diction to condition (3.38). This completes the proof. O

Next we have the following comparison result.

Theorem 3.10. Let conditions (1.2), (3.2) with o’(t) > 0 for t > ty and (3.10)
hold. If for k € {1,3,...,2n— 1}, some constant A\, A € (0,1), and all large T > t¢
with o(t) > T/, every solution of the first-order delay differential equation

(3.42) V(1) + a0 H (0(0), T a ks Ay (o(8)) = 0

is oscillatory, then equation (1.1) is oscillatory.

Proof. Let x(t) be a nonoscillatory solution of equation (1.1), say, z(t) > 0 for
t > to > 0. As in the proof of Theorem 3.7 we obtain (3.33) for ¢ > T. There exists
a Ty > T such that

(3.43) z(o(t)) > Ho(o(t), T;a; k; X L;{La_lx(a(t)), t > Tp.
Using condition (3.10) and (3.43) in equation (1.1) we have

S L a(t) = a()f (2(9(1) = a(t)2” (o(1)

> q(t) HY (o(t), T a; ks \) Ly 2 (o(t)), ¢ > To.
Set y(t) = Lop—1x(t) > 0, t > Ty. We get
(3.44) y'(8) + q(t)HY (o (t), T5 a; ks )y (a(t)) <0, t>Tp.

Integrating the inequality (3.44) from ¢(> Tp) to v and letting u — oo we have

3

y(t) > [q(s)HY (a(t), T; a5 k5 A) y?/* (o(s)) ds, t > T.

o+

As in [17] it is easy to conclude that there exists a positive solution y(t) of equa-
tion (3.42) with tlim y(t) = 0, which contradicts the fact that equation (3.42) is
—00

oscillatory. This completes the proof. (I

The following corollary is immediate.

Corollary 3.1. Let conditions (1.2), (3.2) with o'(t) > 0 for t > ty and (3.10)
hold. If for k € {1,3,...,2n— 1}, some constant A\, A € (0,1), and all large T > t¢
with o(t) > T/ A, either

¢ 1
(3.45) liminf [ q(s)H{ (o(s), T;a;k;A)ds > =, when o =f3,
e

t—o0 o(t)
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or
t
(3.46) tlim fq(s)HOB (U(s), T;a:k; )\) ds = 0o, when < «

holds, then equation (1.1) is oscillatory.

REMARK 3.1. We note that some of our results of this section are new even when o = 1.

4. SUFFICIENT CONDITIONS

In this section we present some criteria for the oscillation of equation (1.1)
when the function f satisfies either

+oo
(4.1) / ff—“(u) < o0
du
(4'2) TRV < 0.

Theorem 4.1. Let o > 1 and conditions (1.2), (3.2) and (4.1) hold. Moreover
assume that there exist a function p € C*([to,0),RT), a constant A, X € (0,1),
and k € {1,3,...,2n — 1} such that for all large T > to with o(t)T/A

/ 1/ /
(4.3) p(t)>0 and <H1 (a(é’t)(t?. — A)) <0, t>T.
If
(4.4) Jo(s)a(s) ds = oo,

then equation (1.1) is oscillatory.

Proof. Let x(t) be a nonoscillatory solution of equation (1.1), say, z(t) > 0 for
t >ty > 0. As in the proof of Theorem 3.1 we define the function w(t) as in (3.5)
and proceed to obtain (3.4) and (3.6), i.e.,

Lgn,lx(t)

(4.5) w'(t) < —p(t)a(t) + ¢ (t) m’

t>1T > 1.

Using (3.4) in (4.5) we get

p'(t)

: #Ao()Ao’(t)
@6 W) < =pla®) + oo <H1 (a(t),T;a;k;A)M’(t))




Oscillation theorems for nonlinear functional differential equations 17

= —p(t)q(t) + << (pl(t))l/a ) z (Aolt) Ao )))T t>Ty >T.

H, (0(),T;a;k;)\))\0’(t) fl/o‘( ()\J(t)
Integrating (4.6) from T} to ¢ we obtain

4.7 wt) <w(ly) - fp

o ((Hl<a<s>(,”%fi332fi>ws>) e "

1

—ij(s)q(s) ds

; '(5))" ' (Aa(s)) Ao’ (s “«
" (T[ (Hl (U(S)(apT(; ti;)k;A)AU'(S)) fl(/i (;()))‘2(5)())) ds) '

However, by the BONNET second mean-value theorem, for a fixed ¢ > 77 and for
some ¢ € [T1,t], we have

t 1)) e o'(s
(48) T/ (Hl(a(s)(,pT(;cz,)k;A)AU'(S))<f1</“( (A)j<s>>>>ds

1

Aa(t

)
B Hl(a(T) T; a; k: )\ Ao’ (Ty) fl/o‘(u)
/\a(Tl))

( ( l/a
<(H1(()Tak:)\)\aT1) )fl/a() =M,
z (Ao (1)

where M is a positive constant.
Using (4.8) in (4.7) we have

(4.9) fp s)ds < —w(t) + w(Ty) + M“.

Letting ¢ — oo in (4.9), we arrive at a contradiction to condition (4.4) and this
completes the proof. O

The following result is immediate.

Theorem 4.2. Let condition (4.3) in Theorem 4.1 be replaced by

oo

1/«
(4.10)  p'(t) >0 for t>ty and /

< Hl(p;(;s)) ), T;a; k; A))/

ds < co.
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Then the conclusion of Theorem 4.1 holds.

Next we present the following oscillation criteria for equation (1.1) when
condition (3.37) is satisfied.

Theorem 4.3. Let conditions (1.2), (3.2) with o’ (t) > 0 fort > to, (3.37) and (4.1)
hold. If for all large T > tg, some constant A\, A € (0,1) and k € {1,3,...,2n—1}
such that for o(t) > T/,

(4.11) le (o(s),T;a; k;)\)a'(s)Ql/“(s)ds = o0,

then equation (1.1) is oscillatory.

Proof. Let x(t) be a nonoscillatory solution of equation (1.1), say, z(t) > 0 for
t >ty > 0. Define the function w(t) as in (3.5) with p(¢) = 1. Then we obtain

t

Lop_12(t1)
J =

and hence for any t > t;

1/a L%r/zoilx(t)
) QO = TR Do)
Using (3.4) in (4.12) we obtain
(4.13) Hy(o(t), T; a; b \) Ao’ (H)QY* (1) < %

for o(t) >T/\, T >t;.
Integrating (4.13) from T to t we get

z ()\cr(t))

ols cack: N o' (s 1/« s)ds diu
)\T/Hl( ( ),T, ,kaA) ( )Q ( )d § / fl/a(u)

a:()\cr(T))
< / du <
T <o,
- fr/e(u)
(2o (1))
which contradicts condition (4.11) and completes the proof. O

Theorem 4.4. Let conditions (1.2), (3.1), (3.2) with o’(t) > 0 fort > to, (3.37) and
(4.1) hold. If for all large T > to with o(t) > T /A for some constant X, A € (0,1),
and k € {1,3,...,2n — 1},
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@) JH(o). Tk 6 Q)
00 1/a
+kX [ Hy(0(u), T; a; k; )\)U'(u)Q1+1/O‘(u)du) ds = oo,

then equation (1.1) is oscillatory.

Proof. Let x(t) be a nonoscillatory solution of equation (1.1), say, z(t) > 0 for
t > tg > 0. Define the function w(t) as in (3.5) with p(¢) = 1. Then we obtain

_ LanllL'(t)
f2(z(Aa(t)))

Using (3.4) and (3.1) in (4.15) we get

(4.15) w'(t) < —q(t) Mo’ ()2’ (Ao (t)), t >t > to.

(4.16) w'(t) < —q(t) — Neo’ () Hr (o(t), T; a; k; Nw' TV) (1), ¢ >T > ty.

Integrating (4.16) from ¢(> T') to u(> t) and letting u — oo we obtain

410 Lawaa(t) 2 £ 0a(0) (@0
+ AEjfoHl (a(s), Ty a; ks N) o' (s)w' T/ (s) ds), t>T,
and
(4.18) w(t) > Qt), t>T.
Using (3.4) and (4.18) in (4.17) we find

o' (Aa(t)) Ao’ (t)
LRAATD) o \ot (1)1 (0(0), T 515 A (@(t)
fe(z(Xa(t))) ( ) )

) 1/

+ Xk [Hy(o(s),T;a; k; )\)a'(s)QHl/“(s)ds) :

b
Integrating the above inequality from 7" to ¢ and using condition (4.1) we obtain a
contradiction to condition (4.14) and complete the proof. O

Next we present the following theorem when condition (4.2) holds.

Theorem 4.5. Let conditions (1.2), (3.2) with o'(t) > 0 for t >ty and (4.2) hold.
Moreover assume that

(4.19) —f(=zy) > f(zy) > f(x)f(y) for xy > 0.

If for all large T > to with o(t) > T/\ for some constant A\, X € (0,1) and
ke{l,3,...,2n—1},

(4.20) [ a(s)f(Ho(o(s), T;a;k; \)) ds = oo,
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then equation (1.1) is oscillatory.

Proof. Let x(t) be a nonoscillatory solution of equation (1.1), say, z(t) > 0 for
t >to > 0. As in the proof of Theorem 3.10 there exists a Ty > T such that (3.43)
holds for t > Tj.

Using (3.43) and (4.19) in equation (1.1) we get
(4.21) —Laga(t) = q)f (2(9(t))) > a(t) f (z(o(t)))
> q(t) f (Ho(o(t), Tya;k; \) Lyl (1))
> q(t) f (Ho(o(t), Ty a: ks \)) f (Lyh™y2(t), ¢ > To.
Let u(t) = Lo, _12(t) for t > Ty. We have

du(t)

(4.22) -=

> q(t)f(Ho(o(t), Tsas ks N)) £ (u/* (1)), t > To.

Dividing both sides of (4.22) by f(ul/o‘ (t)) and integrating from Ty to t we have

t To u(To)
e s P
T/‘I(S)f(HO(U(S)vT, ki A)) d St/f(ul/a(s)) 4 Flutle)

Letting ¢ — oo we conclude that

u(To)

7q(8)f(Ho(U(S)7T;a; k; X)) ds < /

0

du
flut/=)

< o0,

which contradicts condition (4.20). This completes the proof. O

Theorem 4.6. Let conditions (1.2), (3.2) with o'(t) > 0 for t > to, (3.10) with
B < a and (3.37) hold. If for all constant ¢ > 0, T > tg with o(t) > T/ for some
constant A, A € (0,1) and k € {1,3,...,2n — 1},

(4.23) limsup QP (t) Ho (o(t), T; a; k; \) <1

_c
Q)

then equation (1.1) is oscillatory.

00 1/a
+ [ Hy (O‘(S),T;a;k’;)\)O‘I(S)Q1+1/ﬂ(s) ds) = 00,
¢

Proof. Let z(t) be a nonoscillatory solution of equation (1.1), say, z(t) > 0 for
t > tg > 0. Define w(t) = La,_12(t)/z? ()\U(t)) for t > t; > to. Then for t > t; we
have

W/ (t) < —q(t) — Ao (1) LQ"‘””“)) # (A1),

A1 (Ao (t)
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As in the proof of Theorems 3.1 and 3.10 we obtain (3.4) and (3.43), respectively,
fort >Ty>T > tq,

(4.24) w'(t) < —q(t) — A3’ (w' T ()Pl (Mo (1)), t > Tp.
Integrating (4.24) from ¢ (> Tp) to u and letting u — oo we find
(4.25) Lon_12(t) > 2° (Ao (t)) <Q(t)

+ )\ﬁj?a’(s)Hl (a(s), T;a:k; )\)wlﬂ/a(s)xﬁ/a*l()\a(s)) ds)7 t > Ty,
t

and
w(t) > Q(t), t>To.
There exist a constant ¢; > 0 and a T} > T{ such that
(4.26) Lop_12(t) <c1, t>Th.

Now for t > T it follows from (4.25) and (4.26) that
212 (N (1)) < Q) or z(Aa(t)) < QA1)
and hence
(4.27) 20107 (Ao () > e PQYA ey, t> Ty
Using (4.27) in (4.25) yields
42) LY e = ¥ (a(0) (@)
0o 1/«
+28ey P [Hy(0(s), T; a; k5 \) o’ (5)Q1/P (s) ds) .
t
Using (3.43) in (4.28) we obtain for 7' > T}
z(Ao(t)) > Ho(o(t), T;a; k; A) Ly™ (1)

> gP/e (Ao (t))Ho (o (t), T;as k; ) (Q(t)

1/«
+ABE 1fH (0(s), T; a3k, \) o' (s )Qlﬂ/ﬁ(s)ds)

or

2% (Ao (1)) > Ho(o(t), T;a:k; \) QY (1) (1 i

1-a/p8 1/«
wc /H1 ), T a; k, \)o' (s )Qlﬂ/ﬁ(s)ds) .
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Using (4.27) in the above inequality one can easily see that
177 2 QU H (o0, T aski) 1

)‘ﬁciia/ﬁ r ’ 1+1 e
+ Hl(a(s),T;a;k,)\)a ()t /B(s)ds) , t>T.
=

Taking lim sup of both sides of this inequality as ¢ — oo we obtain a contradiction
to condition (4.23). This completes the proof. O

5. NECESSARY AND SUFFICIENT CONDITIONS

In this section we are interested to establish some necessary and sufficient
conditions for the oscillation of equation (1.1). Here for t > T >ty we let

H,(t,T;a) = /t (t—w) <((“ - T)nl) >1/adu.

(n—=1! \(n—Dla(u

Theorem 5.1. Let condition (1.2) hold, f(z)sgnx = |z|? for x # 0 and 3 <
a,g(t) <t and g'(t) > 0 for t > to. Equation (1.1) is oscillatory if and only if for
all large T > tg

(5.1) Ja(s)H? (g(s), T;a) ds = oo,
Proof. Let x(t) be a nonoscillatory solution of equation (1.1), say, z(t) > 0 for
t > tg > 0. The proof of the “if” part is similar to that of Theorem 4.5 and we

omit the details. To prove the “only if” part it suffices to assume that for all large
T > tg

(5.2) Tq(s)Hf (9(s),T;a)ds < 00

and to show the existence of a nonoscillatory solution of equation (1.1). Here we
give an outline of the proof.

Let ¢ > 0 be an arbitrary constant and choose T' > T sufficiently large so
that

oo

(5.3) fq(s)Hf (9(5)77; a) ds < 27 1/2c1-B/
T

Define the set X by

(54) X = {x (S C[T700) : ClH*(t,T;a) < I(t) < CQH*(t,T;a)7 t> T}

which is a closed convex subset of the locally convex space C[T,o0) of continuous
functions on [T, 00) equipped with the topology of uniform convergence on compact
subintervals of [T, 00), where ¢; and ¢y denote the positive constants

(5.5) c1 =cY and e = (20)V/°.
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Consider the integral operator 7 defined by
p ( )n 1 1 ( T)n 1
t—s)"" s — -
. T Y I AN (N (S S
56 )= [ <a<s> ( (= 1)
T

+ /S % 7(1(7):3[3 (9()) deu>1/a>ds, t>T.

u

Using (5.3) and (5.5) we see that 7 maps X into itself. If {z;} is a sequence in
X converging to zp in C[T, 00), then from the LEBESGUE Monotone Convergence
Theorem it follows that {7x;} converges to Tz in C[T, c0) so that 7 is a continu-
ous mapping. Since 7 (X) and 7'(X) = {(7z)'(¢t) : ¢ € X} are locally bounded in
[T, 00), the ASCOLI-ARZELA Theorem implies that 7 (X) is relatively compact in
C[T,o0). Thus all the hypotheses of SCHAUDER-TYCHONOV fixed point theorem
are satisfied and so there exists an element z € X such that = 7 x. Differentiating
the integral equation @ = 7z we conclude that x = x(¢) is a positive solution of
equation (1.1) on [T, 00) such that tlirgo x(t)/H.(t,T;a) = c. This completes the
proof. (I

Before we prove the next result we state the following theorem.

Theorem 5.2. Let condition (1.2) hold. If

(5.7) 75"—1 (ﬁ 7u”_1q(u) du)l/ads = o0,

then equation (1.1) is oscillatory.
Proof. The proof is immediate. O
Theorem 5.3. Let condition (1.2) hold, f(z)sgnz = |z|® for x # 0 and 3 >

a, g(t) <t and ¢'(t) > 0 for t > to. Equation (1.1) is oscillatory if and only if
(5.7) holds.

Proof. Let x(t) be a nonoscillatory solution of equation (1.1), say, z(t) > 0 for
t > tg > 0. The proof of the “if” part is the same as that of Theorem 5.2 and hence
is omitted. The “only if” part is proved as follows: Let ¢ > 0 be given arbitrarily
and choose T' > ty so that

Tt 1 7 (s—t)" ! 1/ I
n— (n—
T t

We define the set Y and the mapping S by

YZ{IGC[T,OO)Z <z(t) <e, tzT}

N O
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and
OOS_ n—1 oou_snfl 1/a
Sz(t) =c—/%($/ﬁq(u)xﬁ(g(u)) du) ds, t>T,

respectively. Then it is easy to show that S maps Y into itself, that S is a continuous
mapping and S(Y") is relatively compact in C[T, c0). Therefore by the SCHAUDER—
TycHONOV fixed point theorem there exists an element x € Y such that z = Sx.
It is clear that the fixed point © = x(¢) gives a positive solution of equation (1.1)
on [T, 00) such that tlirgo z(t) = ¢. This completes the proof. O

6. MORE COMPARISON RESULTS

In this section we compare the inequality

(6.) Loaz(t) +4(0)f (x(9(1))) <0 (20)
with equation (1.1). In fact we establish the following theorem.

Theorem 6.1. Let condition (1.2) hold. If inequality (4.1) has an eventually
positive (negative) solution, then equation (1.1) also has an eventually positive
(negative) solution.

Proof. Let x(t) be an eventually positive solution of inequality (6.1), say, z(¢) > 0
for t > ty > 0. According to Lemma 2.1 there exist a t; > t; and an integer
k € {1,3,...,2n — 1} such that inequalities (2.1) hold. Here we distinguish the
following three cases: (I) k=2n—1, (II) n+1<k<2n-3, (III) 1<k <n.
For this, when we integrate inequality (6.1) from ¢ to u(>t > t1) and let u — oo,
we have

(6.2) Lon—12(t) >

H-%g

q(s)f (z(g(s))) ds.

Case (I) Let k = 2n — 1. Integrating (6.2) (n — 1) times from ¢; to ¢t we obtain

1 tsSnt1 S2n—2 00 1/a
6.3) 2™ (t) > (@f [ [ als)f(z(g(s))) dsdszn—1 - -dsn+1)

t1 t1 t1 S2n—1
= ®, (t; :c(g(t))) for t >t

from which after integrating n times from t¢; to t it follows that

t s1 Sn—1
(6.4) z(t) Zx(t1)+ff~~ f Oy (sp,x)dspdsp—1---dsy
t1 t1 t1

=x(t) + \Ifl(t; ac(g(t))) for t>t;.
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Case (II) Let n+1 < k < 2n — 3. Integrating (6.2) (2n — k — 1) times from ¢ to
u(> t) and letting u — oo yield

( 1)271 k— lL I f f . f q ( ( )))dedSQn 1° d52n—k—1-
t Sop—k—1 S2n—1

Integrating this inequality (k — n) times from ¢; to ¢ we have

65 s (T T

31 Son—k—2

0o 1/a
T a()f ((g(s))) dsdsan_ --- dan)

S2n—1
= P, (t;x(g(t))) for t>t;.

Integrating (6.5) n times from ¢ to t we get

6.6)  a(t) > 2(t) +j:f"-S;f1¢2(Sn;x(g(sn)))d8nd8n—1"'dsl

=a(t1) + 2 (t;z(g(t))) for t>t.

Case (III) Let 1 < k < n. Integrating (6.2) (n — 1) times from ¢ to u(> t) and
letting u — oo we have

o0 > (57 T

1/«
f q(s)f(:n(g(s))) dsdsa,_1 -+ 'dsn+1>

S2n—1

= ®3 (t;x(g(t))) for t>t;.

Sn

Integrating (6.7) (n — k) times from ¢ to u(> t) and letting u — oo we have

oo

T - [ @3 (sn; m(g(sn))) dspds,_1 - -dsg_1.

Sn—1

( 1)2n k— lLkIL'

w%g

Further repeated integration of the above inequality shows that
t sy Sk—1 00

(6.8) w(t)y>x(t)+ [ [ [ [- f P3(sp;2(g9(sn))) dsy -+ -dsy

t1 t1 t1 Sk Sn—1
=xz(t) + Us(t;2(g(t))) for t>ty.
Now it is easy to show the existence of a positive solution to the integral equation

(69) yz(t) =c+ \Ijz(tayz[g(t)]) for ¢ 2 tl and i = ]-7 2; 37

where ¢ = z(t1).



26 Ravi P. Agarwal, Said R. Grace, Patricia J. Y. Wong

We define y; »(t), i =1,2,3 and n=0,1,..., as

Yio(t) = (1)
c+ \I/i(t,yiyn(g(t))) for t>t¢; and 1=1,2,3
Yint1(t) =
¢ for to <t<t.

Thus y; »(t) is well-defined and for ¢t > ¢;, i =1,2,3 and n=1,2,..., we get

0<yin(®) <), c<Yint1(t) < yin(t).
By LEBESGUE’s Monotone Convergence Theorem there exists y;(¢) such that y;(t) =
lim y; ,(t) for t>1¢; and
n—oo
yi(t) = c+ Wi(t, yilg(t)]) for t >t,.

It is easy to verify that y;(¢) is a solution of equation (1.1) for ¢t > ¢; and i = 1,2, 3.
Next we employ Theorem 6.1 to extend the results obtained to the neutral
differential equation

(6.10) Lon(2(t) + p(t)a(a(t)) +a(t)f (z(g(t))) =0,

where the operator L, and the functions g, f and ¢ are as in equation (1.1), and
(v) p(t) and o(t) € C([to,0),R), o’(t) >0 for ¢ >ty and tlim o(t) = oo.

In fact we prove the following comparison results.

Theorem 6.2. Let conditions (1.2) and (4.19) hold, 0 < p(t) < 1, p(t) # 0 or
p(t) Z 1 eventually, and o(t) <t for t > to. If the equation

(6.11) Lony(t) +qt) f(1=p(9(t)) f(y(g(t))) =0

is oscillatory, then equation (6.10) is oscillatory.

Theorem 6.3. Let conditions (1.2) and (4.19) hold, p(t) > 1, p(t) # 1 eventually
and o(t) >t for t > to. If the equation

(6.12) Lonz(t) +q(t) f(p* (9(1))) f(2(0" 0 9(t))) =0,

where

*(t) = ! - ! or
710 = sy (1 ey

and o~ is the inverse function of o, is oscillatory, then equation (6.10) is oscilla-
tory.

Proofs of Theorems 6.2 and 6.3. Let x(t) be a nonoscillatory solution of equation
(6.10), say, z(t) > 0 for t > to > 0. Set y(t) = (t) + p(t)z(c(t)). Then equation
(6.10) becomes

(6.13) Lony(t) +q(t) f(z(g9())) =0 for t > to.
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It is easy to check that there exists a t; > to such that

(6.14)

y(t) >0 and y'(t) >0 for ¢ > t.

Next we assume that 0 < p(t) <1 and o(t) < ¢ for ¢t > to. Now

(6.15)

x(t) = y(t) — p(t)z(o(t))
=y(t) — p(t)(y(o(t)) — p(a(t)):c(a oo(t)))
>y(t) —p)y(o(t)) > (1 —p®)y(t) for ¢ >t

Using (6.15) and (4.19) in equation (6.13) we have

(6.16)

Next we assume that p(t

(6.17)

Lony(t) +q(t) f (1 =p(9(t))) f(y(g(t)) <O for ¢>t;.

1 and o(t) > ¢ for t > ty. Now

p(e=1(1))
_ y(o™t(1)) B 1 (y(a Loo™l(t)) B z(oc7too 1(t))>
p(e=*®) ple='®) \p(c=too=1(t)) p(o=too (t))
L)yl oo
“plol(®)  plo=t(t)p(ctoo (1))

Using (6.17) and (4.19) in equation (6.12) we obtain

(6.18)

Lony(t) +qt) f(f*(9®)) fy(c™ 0g(t))) <0 for t>t;.

Inequalities (6.16) and (6.18) have eventually positive solutions and so by Theo-
rem 6.1 equations (6.11) and (6.12) have also eventually positive solutions, which
contradicts the hypotheses and completes the proof. O

Next we extend the results obtained to equation (1.1) when the function f
need not be monotonic.

We need the following notations and a Lemma due to MAHFOUD [16].

and

Cp (Rto) =

R, — (700, 7t0] @] [to, OO) if tg >0
fo (—00,0) U (0, 00) if to=0

{f € C(R) : f is of bounded variation on any interval [a,b] C Ry, }.
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Lemma 6.1. Suppose to > 0 and f € C(R). Then f € Cp(Ry,) if and only
if f(x) = H(z)G(z) for all z € R, where G : Ryy — RT  is nondecreasing on
(=00, —to) and monincreasing on (to,o0) and H : Ry, — R is nondecreasing on
Ry, .

Now we prove the following result.

Theorem 6.4. Let condition (1.2) hold and assume that f € Cp(Ry,), to > 0 and
let the functions G and H be a pair of continuous components of f with H being
the nondecreasing one. If for all large T with g(t) > T and all constant ¢ > 0, the
equation

(6.19) Lonaz(t) + q(t)G(co(9(t),T5a))H (z(g(t))) =0
is oscillatory, where the function ¢ is as in (3.13), then equation (1.1) is oscillatory.

Proof. Let x(t) be a nonoscillatory solution of equation (1.1), say, z(t) > 0 for
t > to > 0. As in the proof of Theorem 3.3 we obtain (3.15) for ¢ > T3. There exists
a Ty > T > T such that g(t) > T and

(6.20) z(g(t)) = bp(g(t), T;a) for t>T.
Using (6.20) in equation (1.1) we have
(6.21) —Lona(t) = q(t) f(2(9(1)) = a(t)G (x(9(1))) H (z(9(t)))

> q(t)G(bg(g(t),T;a))H (z(g(t))) for t > Tn.
The inequality (6.21) has an eventually positive solution and so by Theorem 6.1

equation (6.19) has also an eventually positive solution, which contradicts the hy-
potheses and completes the proof. (I

As examples of functions f(x) which are not monotonic we give the following;:

i)  f(x)

(ii) f(x) = |z|?‘zexp(—|z|’), where 3 and v are positive constants,

|27 L
= m7 where 3 and ~y are positive constants,
x

(iii) f(z) = |z’ trsechz, where 3 is a positive constant.

We may note that the above results are not applicable to equation (1.1) with
any one of the above choices of f.
REMARKS.

1. The results of this paper are presented in a form which is essentially new and of
a higher degree of generality. In fact one can easily extract more criteria than
those presented for the oscillation of equation (1.1) and/or related equations. The
formulation of such criteria is left to the reader.

2. The results of this paper may be extended to forced equations of the form

Lana(t) +q(t) f(z(9(1))) = e(t),
where e € C’([to,oo),R).
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